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Preface

This manual explains the operations necessary for configuring and
managing your mass-storage devices — disk and tape drives. It is
assumed that the device has already been installed and power has
been applied. If connected to a newly installed DG/UX™ system,
the devices are configured automatically in the kernel. If you add a
device after the system is operational, you must first configure the
device before it is usable. See Chapter 1 for information on
navigating this manual.

Who should read this manual?

The manual is intended primarily for a system administrator or the
person who is responsible for configuring the mass-storage device
and maintaining its operation in a DG/UX environment. In a large
configuration, either one person may configure and maintain all
devices, or the user of the workstation to which the device is
attached may be responsible for the device’s operation. In general,
if you build and boot a kernel for your workstation, you probably
will be responsible for any attached devices.

Although this manual does not require expert knowledge of UNIX®,
some system administration experience would be helpful.
Familiarity with commonly used UNIX commands and the file
system layout of the UNIX operating system is recommended.
Using the DG/ UX™ System provides general information on these
topics should you need to review them.

Using this book

If you are adding a disk device to an existing DG/UX configuration
(other devices are already operational), you may read through the
chapters in this book in a sequential order. If you are already
knowledgeable of the operations you must perform on a device, you
may go immediately to the relevant chapter. A descriptive
summary of the book’s topics follows:

Making your mass storage devices operational Chapter 1

Directs you to the procedures necessary for making
your devices operational.

Identifying and configuring mass storage Chapter 2
devices

Surveys the hardware, describes DG/UX device
naming syntax, and tells how to configure devices.

093-701136-00

Licensed Material — Property of Data General Corporation 1]



Using this book

Tape devices

Identifies the DG/UX dump and copy commands and
gives instructions for removing a tape device from a
DG/UX configuration. A list of tape drive
documentation is provided in the Preface.

Disk resource planning

Explains how to design your file system layout and to
map your software needs onto disk devices.

Organizing virtual disks into mirrors and
caches

Offers two advanced methods for disk storage:
mirroring and caching.

Soft formatting and registering disk drives

Gives such instructions as a prerequisite for creating
virtual disks.

Creating virtual disks

Provides procedures to create virtual disks, software
mirrors, and caches on physical disks.

Creating and mounting file systems

Explains how to create a DG/UX file system, create a
mount point, mount the file system, and optionally
export it.

Using DG/UX file systems

Explains typical uses for DG/UX file systems:
creating subdirectories, text files, data files,
third-party applications and executable files.

Maintaining disk devices

Covers four categories of disk maintenance: physical,
virtual, mirrors, and caches.

Maintaining file systems

Covers local and remote file system maintenance.
File system checking

Explains how to repair corrupt file systems.

Retrieving information about files and file
systems

Shows how to display disk usage, check for security
breaches, and find files.

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

Chapter 9

Chapter 10

Chapter 11

Chapter 12

Chapter 13

iv
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Related Data General manuals

DG/UX mass storage device names Appendix A

Gives full descriptions of DG/UX device names for all
mass-storage devices.

Virtual disk management (VDM) Appendix B

Gives a brief overview of Virtual Disk Management
and its predecessor Logical Disk Management.

Completing the disk planning worksheets Appendix C
Contains blank copies of the disk planning

worksheets.

Troubleshooting Appendix D

Briefly lists errors reported for SCSI tape drives and
NVRAM boards.

Introduction to interfaces Appendix E

Introduces sysadm (stand-alone and stand-among
forms) and the shell.

Related Data General manuals

Within this manual, we refer to the following manuals:

Tape drives

Installing, Operating, and Maintaining the CLARiIiON™
Tape-Array Storage System — DG /UX™ or AOS/VS II Environment
Describes how to install, operate, and maintain the CLARiiON
deskside tape-array storage system, and how to operate the
rackmount tape-array storage system. Explains how to make the
physical tapes accessible to the operating system. Describes how to
add and replace customer replaceable units (CRUs). Ordering
Number — 014-002181-02

Installing, Operating, and Maintaining the CLARiiON™
Tape-Array Storage System Model 793 Describes how to install,
operate, and maintain the CLARiiON deskside tape-array storage
system, and how to operate the rackmount tape-array storage
system. Explains how to make the physical tapes accessible to the
operating system. Describes how to add and replace customer
replaceable units (CRUs). Ordering Number — 014-002359-00

Installing and Operating the Cartridge Tape Drive: Models 6675,
6676, 6677, and 6756 Describes how to unpack, configure, install,
operate, and maintain the named models. Ordering Number —
014-001953-02

Installing and Operating Model 6760 and 6761 Cartridge Tape
Drives Describes how to install and operate the model 6760 and
6761 8mm tape drives. Ordering Number — 014-002169-01

093-701136-00
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Related Data General manuals

Installing and Operating the Model 6762 Digital Audio Tape (DAT)
Drive Describes how to unpack, configure, install, and operate the
drive. Explains how to clean the tape path and how to solve
operating problems. Ordering Number — 014-002138-00

Installing and Operating the Model 6691 Stand-Alone Cartridge
Tape Drive Describes how to install and operate the model 6691
stand-alone cartridge tape drive. Ordering Number —
014-002158-00

Installing and Operating Your 150-Megabyte 1/4-Inch Cartridge
Tape Describes how to unpack, configure, install, operate, and
maintain the 150-megabyte QIC (quarter-inch cartridge)
half-height tape drive. Ordering Number — 014-001699-03

Installing the 6586 /6587 Magnetic Tape Streamer Unit Describes
how to unpack, inspect, install, and power up the 6586/6587
reel-to-reel tape drive. Explains how to install and remove
reel-to-reel tapes. Ordering Number — 014-001692-01

Installing and Operating Your Model 6590 Series Cartridge Tape
Drive Describes how to unpack, install, power up, and maintain the
2.2-gigabyte stand-alone cartridge tape drive. Ordering Number —
014-001701-01

Installing and Operating Reel-to-Reel Tape Drives: Models 6855D,
6855R, 6856D, and 6856R Describes how to unpack, inspect, install,
power up, run diagnostics on, operate, and clean the unit. Explains

how to install, remove, and care for reel-to-reel tapes. Ordering
Number — 014-002216-00

Installing and Operating Reel-to-Reel Tape Drives: Models 6588,
6589, and 6857 Describes how to unpack, inspect, install, power up,
run diagnostics on, operate, and clean the unit. Explains how to
install, remove, and care for reel-to-reel tapes. Ordering Number —
014-001759-04

Operating the Model 61001 and 61002 1/2-Inch Cartridge Tape
Drives with Autoloader Describes how to operate the Model 61001
and 61002 1/2-Inch cartridge tape drives and how to clean the tape
path using the cleaning cartridge. Ordering Number —
014-002362-00

Disk drives

The CLARIiiON® Series 2000 Disk-Array Storage System with the
DG /UX™ Operating System Describes how to install, operate, and
maintain the CLARiION® deskside disk-array storage system and
how to operate and maintain the rackmount disk-array storage
system. The CLARiiON storage system has a capacity of 20 disk

vi
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Related Data General manuals

modules. Explains how to use the GridMgr (grid manager) and
sysadm programs to plan, set up, and manage storage-system disk
configurations. Explains how to generate a new DG/UX kernel to
support storage-system disks and how to transfer control of disks
using DG/UX. Describes how to add and replace customer
replaceable units (CRUs). (The original version of this disk-array
system was named H.A.D.A. IT and the original revision of this
manual used that name.) Ordering Number — 014-002168-03

Installing and Operating Your Model 6538 /6539 Half-Height
Winchester Disk Drive Describes how to unpack, install, power
up, maintain, and operate the 179-megabyte half-height Winchester
disk drive. Ordering Number — 014-001722-00

Installing and Operating the Model 6562 and 6563 Diskette
Drives Describes how to unpack, install, power up, maintain, and
operate the 1.44-megabyte 3-1/2 inch and 1.2-megabyte, 5-1/4 inch
half-height diskette drives (with SCSI adapter board). Ordering
Number — 014-001921-02

Installing the 1-Gigabyte Fixed Disk Drive Describes how to
unpack, configure, mount, cable, and apply power to the drive.
Covers both single-ended and differential SCSI configurations.
Contains detailed technical specifications for the drive
characteristics, power requirements, environmental tolerances, and
physical dimensions. Ordering Number — 014-002014-01

Installing Your Model 6554 /6555 Series Disk Drive Describes
how to unpack, install, power up, and maintain the 662-megabyte
full-height Winchester disk drive. Ordering Number —
014-001702-01

Installing Model 6811-B Single-Ended and Model 6660 Series
Disk Drives Describes how to unpack, install, power up, and
maintain the 332-megabyte half-height Winchester disk drive.
Ordering Number — 014-001940-01

Installing the 3-1/2 Inch Disk Drive: Models 6662, 6796 and
6799 Describes how to install models 6662 and 6796 (single-ended)
and 6799 (differential) disk drives. Ordering Number —
014-002139-04

Technical Notice: Installing the 3-1/2 Inch Disk Drive Model
6662, Version B Provides additional configuration and installation
information for model 6662 version B 332-megabyte disk drive.
Ordering Number — 014-002165-00

Installing the 3-1/2 Inch Disk Drives: Models 61000-S,
61000-D, 6802 and 6805 Describes how to install models
61000-S. 61000-D, 6802 and 6805 disk drives. Ordering Number —
014-002239-01
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Related Data General manuals

Installing the 3-1/2 Inch Disk Drives: Models 6841, 6842, and
6843 Describes how to install models 6841, 6842, and 6843 disk
drives. Ordering Number — 014-002194-00

Installing the Model 6861 and 61000-W 3-1/2 Inch Disk
Drives Describes how to install models 6861 and 61000-W 3-1/2
inch disk drives. Ordering Number — 014-002288-00

Installing and Configuring the Model 6627 Rewriteable
Magneto-Optical Disk Drive Describes how to unpack, configure,
install, and operate the disk drive. Explains how to handle and use
magneto-optical cartridges. Ordering Number — 014-001942-02

Installing and Operating Your Model 6552 Series CD-ROM
Drive Describes how to unpack, install, power up, and maintain
the 600-megabyte half-height CD-ROM drive. Ordering Number —
014-001721-01

Installing and Operating the Model 6629 CD-ROM Drive
Describes how to unpack, install, power up, and maintain the model
6629 CD-ROM drive. Ordering Number — 014-002141-00

Installing and Operating the Model 6690 Stand-Alone
CD-ROM Drive Describes how to unpack, install, power up, and
maintain the model 6690 CD-ROM drive. Ordering Number —
014-002162-00

DG/UX system

Analyzing DG /UX™ System Performance Tells how to analyze
DG/UX system performance and fine-tune a system. Explains how
the DG/UX system uses the CPU, virtual memory, file systems, and
I/O devices. Ordering Number — 093-701129-02

Installing the DG/UX™ System Describes how to install the
DG/UX operating system on AViiON hardware. Ordering Number
— 093-701087-06

Managing the DG/UX™ System Discusses the concepts of
DG/UX system management. Explains how to customize and
manage a system using commands and the sysadm system
management tool. Includes instructions for booting and shutting
down the system, backing up and restoring files and file systems,
and recovering from system failure. Tells how to manage users,
system services and activity, application software, and accounting.
Ordering Number — 093-701088-05

Achieving High Availability on AViiON® Systems Describes
the hardware and software components of high-availability
systems. Provides instructions for managing high-availability

viii
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Related Data General manuals

features of the DG/UX system. Explains how to set up AViiON
systems in failover configurations, including examples of typical
configurations. Ordering Number — 093-701133-01

Using the DG /UX™ System Describes the DG/UX system and its
major features, including the C and Bourne shells, typical user
commands, the file system, and communications facilities such as
mailx. Ordering Number — 069-701035-02

Using the DG /UX™ Editors Describes the text editors vi and ed,
the batch editor sed, and the command line editor editread.
Ordering Number — 069-701036-01

Third-party software

Installing OpStar™ 2.00 Optical Storage Software Describes how
to install the OpStar 2.00 optical storage software. OpStar 2.00 is
optical imaging software that lets users on DG/UX systems access
large amounts of data stored on optical disk volumes. Ordering
Number — 093-000859-00

Using OpStar™ 2.00 Optical Storage Software Describes how
to set up and use the OpStar 2.00 software after it has been
installed. OpStar is optical imaging software that allows users on

DG/UX systems to access large amounts of data stored on optical
disk volumes. Ordering Number — 093-000858-00

Legato NetWorker User’s Guide Explains how to use the
NetWorker backup software. Shows how to mount backup tape
volumes, request backups, browse through backed-up files, and
restore them to disk. Ordering Number — 069-100496-01

Legato NetWorker Administrator’s Guide Explains the setup
and maintenance procedures for the NetWorker backup software.
Tells how to set up the NetWorker server, its clients, and backup
devices. Describes how to set up backup schedules, groups, levels,
and policies, and how to prepare backup tapes, perform routine
daily tasks, and recover from disk failures. Ordering Number —
069-100495-01

Legato NetWorker User’s Guide Explains how to use the
NetWorker backup software from a Networker client. Shows how to
mount backup tape volumes, request backups, browse through
backed-up files, and restore them to disk. Ordering Number —
069-100496-01

093-701136-00
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Reader, please note:

Reader, please note:

Throughout this manual the following format conventions are used:

command

Where

command

[optionall

[optionall

Means

You must enter the DG/UX shell command (or
its accepted abbreviation) in the exact case
specified.

You have the option of entering this argument.
Do not type the brackets; they only identify the
argument as an option.

Means you can repeat the preceding argument
as many times as needed.

Additionally, certain symbols in command lines are used.

Symbol
)

<CTRL-D>

%, $ or #

Means

Press the New Line, Carriage Return (CR), or
Enter key on your terminal keyboard.

Hold the Control key down and press the D key
on your terminal keyboard.

The UNIX® shell prompt; the latter is reserved
for the superuser.

The following example shows the sysadm menu traversal

convention:

System -> Kernel -> Auto Configure

A typical prompt and user reply follow:

System configuration file name: [sport] canyon)

An example of a shell command follows:

# admdevice -o configure ’‘sd(insc(1l),2,0)"’ )

X Licensed Material — Property of Data General Corporation 093-701136-00



Contacting Data General

Contacting Data General

Manuals

Data General wants to assist you in any way it can to help you use
its products. Please feel free to contact the company as outlined
below.

If you require additional manuals, please use the enclosed TIPS
order form (United States only) or contact your local Data General
sales representative.

Telephone assistance

If you are unable to solve a problem using any manual you received
with your system, free telephone assistance is available with your
hardware warranty and with most Data General software service
options. If you are within the United States or Canada, contact the
Data General Customer Support Center (CSC) by calling
1-800-DG-HELPS. Lines are open from 8:00 a.m. to 5:00 p.m.,
your time, Monday through Friday. The center will put you in touch
with a member of Data General’s telephone assistance staff who can
answer your questions.

For telephone assistance outside the United States or Canada, ask
your Data General sales representative for the appropriate
telephone number.

Joining our users group

Please consider joining the largest independent organization of
Data General users, the North American Data General Users
Group (NADGUG). In addition to making valuable contacts,
members receive FOCUS monthly magazine, a conference discount,
access to the Software Library and Electronic Bulletin Board, an
annual Member Directory, Regional and Special Interest Groups,
and much more. For more information about membership in the
North American Data General Users Group, call 1-800-253-3902
or 1-508—-443-3330.

End of Preface

093-701136-00
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Making your mass storage
devices operational

It is assumed that your mass storage devices are installed
physically and that they are connected to an AViiON computer.
Power has been applied to these devices and they have the potential
to operate. If your DG/UX operating system has been installed, the
attached devices are configured automatically in the kernel. If you
have disk drives, as part of DG/UX installation, you have had the
chance to software format them. Even so, there’s still plenty to do to
make the devices operational.

This manual presents sparse information on tape drives because
the tape drive’s function is limited primarily to storing file system
backups. The book explains the DG/UX device-naming conventions
for a tape device and gives procedures to configure and deconfigure
it. Furthermore, it lists a set of DG/UX commands that initiate the
backup activity and software applications that manage the backup.
Related documents and manual pages are provided for additional
assistance. For tape drives, focus your attention on Chapters 2 and
3.

Primarily focusing on the disk drives, this manual gives
instructions to make disks operational. Since the disk drive family
is so diverse — Winchester hard disk, CD-ROM, magneto optical,
DOS-formatted diskettes and DG/UX file systems mounted from
remote disks, for example — you must carefully read and select the
operations that are relevant to your device and your application, if
you have one. Each chapter covers a class of operations to help you
not only use the device, but to improve its performance. For a
Winchester hard disk, you might proceed through the manual in a
sequential order, shown as follows:
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Table 1-1 Using this manual to manage a Winchester hard disk

Operation Chapter
Configure it 2

Plan its resources 3and 4
Soft format and register it 5
Create virtual disks on it 7

Create a DG/UX file system on it and mountitata 8
directory location

Use the DG/UX file system 9

Maintain the physical disks, virtual disks, mirrors, 10 and 11
caches and file systems

Check DG/UX file systems, if corrupted 12

Retrieve information about files and file systems 13

Although for a DOS-formatted diskette which is under the control
of the MS-DOS® operating system, you need only create a DOS file
system and mount it at a directory location. For a DOS-formatted
diskette, consult Chapters 2 and 8.

In general, start with Chapter 1 and proceed through each chapter
sequentially. If, after you have some familiarity with the
procedures and need to perform a specific operation, use the Table
of Contents, Chapter 1 and the Index to help you locate the desired
topic.

Given the requirements of your device and the application that you
may be using, you must select the operations that apply to you. For
example, if you have a database application that requires disk
storage, you must create virtual disks but not a file system. File
system support is provided by the application. Or, if you are using
a diskette device, you may not want to create virtual disks, but only
a single DG/UX file system. Or, if you have the OpStar Optical
Disk Jukebox Package which supports the 12-inch WORM jukebox
and 5-1/4-inch rewritable and WORM jukebox subsystems, after
you configure the devices in the kernel, you must go to a manual
entitled Using OpStar™ Optical Storage Software for all disk and
data management details. As a final example, if you have a
CLARIiON disk-array storage system, after you configure the
device, you must go to a separate manual entitled Configuring and
Managing a CLARIiION® Disk-Array Storage System for remaining
details.
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Disk failover

Disk failover

Disk failover involves setting up two systems in a dual-ported
configuration or a dual-initiator configuration where they share a
common SCSI bus or disk array. Disk subsystems that support dual
porting can also provide failover. In these configurations, the two
systems provide alternate paths to the same devices and data. The
disk-failover feature provides a simple way of transferring control of
a disk or disk array from one system to the other. Disk failover
thus provides not only a means of restoring database and
application access quickly after a failure but also of balancing the
I/O or CPU load shared by two normally functioning systems.

These topics are covered at length in the manual Achieving High
Availability on AViiON® Systems.

End of Chapter
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2 Identifying and configuring

mass storage devices

A mass storage device is a hardware medium used to store data in
the form of databases, work directories, tools packages, temporary
file space, user home directories, software packages, extra swap
space, and memory contents. Before you actually can use a mass
storage device to do meaningful work, you must first perform a
series of steps to make the device usable. This book aims to help
you understand concepts that underlie the use of mass storage
devices and it specifies the steps you must perform to make them
operational.

This chapter, in particular, gives an overview of the types of mass
storage devices you may be using, explains how you and the DG/UX
system assign device names, and tells you how to configure the
mass storage device into the DG/UX system so that it is recognized
throughout the configuration.

IMPORTANT: Henceforth, all references to mass storage device simply will be
device.

Surveying the hardware

This section describes the hardware attributes of a device.

Device controllers

A device controller, which can be integrated into the computer
(AViiON server or workstation) or on a independent board in the
computer, is the logic circuitry and firmware that connects the
device to the computer. Over the years, many computer
manufacturers have shifted from their own proprietary interfaces to
third-party, industry-standard interfaces. At present, Data General
supports three standardized controller interfaces: SCSI, ESDI and
SMD.
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Surveying the hardware

SCSI and Acronym for Small Computer Systems Interface, pronounced

SCSI-2 “scuzzy,” SCSI is a standard interface to disk and tape controllers
for small devices. Providing faster transfer speeds than the SCSI
interface, SCSI-2 is an improved definition of the SCSI interface.
Either resides either directly on the computer’s CPU board or is an
independent board in the computer. A SCSI interface supports up
to seven devices attached to the computer in a serial configuration.
A SCSI-2 interface (wide-SCSI 16-bit bus addressing) supports up
to 15 devices. See Appendix A for more information on narrow and
wide addressing.

The SCSI bus comes in two electrically different types: single-en-
ded and differential. Single-ended SCSI has one wire per SCSI
signal, which is driven to a positive voltage level to indicate logical
1 and 0 volts to indicate logical 0. Differential SCSI uses two wires
per signal, and the wires are always driven to opposite polarities.
The differential SCSI bus uses more wires but has better noise
immunity and can be used over much longer distances than single-
ended. A single-ended bus has a maximum cable length of 6
meters, while differential has a maximum length of 25 meters.

All single-ended devices can connect only to a single-ended bus;
likewise, all differential devices can connect only to a differential
bus. No intermixing is allowed.

Data General supports these types of SCSI interfaces:
cisc Ciprico VME SCSI adapter.
dgsc Data General VME SCSI-2 adapter. When used

with a disk-array storage system, it is called a
SCSI-2 adapter.

hada High-availability 30-module disk-array I/O
processor.
insc Integrated SCSI adapter.
nesce NCR integrated SCSI-2 adapter.
ESDI Acronym for Enhanced Small Device Interface, pronounced “ezdy,”

it can accommodate up to four disk-only devices (tapes excluded).
Data General supports the cied (Ciprico VME ESDI controller)
and cird (Ciprico VME ESDI or SMD controller).

SMD Abbreviation for Storage Module Disk, the SMD controller, which
resides on an independent board, can accommodate up to four disk
devices. Data General supports the cimd (Ciprico VME SMD con-
troller) and eird (Ciprico VME ESDI or SMD controller).

Disk drives

Often called a “physical device,” a disk drive is the most commonly
used mass storage device. This family of devices is composed of two
primary types: online (magnetic) and near time (optical). While
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Surveying the hardware

both magnetic and optical media satisfy requirements for storage
and retrieval, magnetic devices offer speed and availability,
whereas slower optical devices provide capacity.

Because new disk models are introduced with each release,
supported device models are not listed here. Refer to the sd(7)
manual page for an up-to-date list of supported disk drive models
and raw capacities.

Fixed Winchester

Disk array

CD-ROM

Diskette

Also called a hard disk, a sealed, nonremovable disk unit. Such a
disk has multiple disk platters, stacked one above the other on a
spindle. Data is stored magnetically in tracks on both sides of each
platter. Each platter is divided into pie-shaped pieces, called
sectors, each of which stores 512 bytes of data. When a disk reads
or writes data, the disk transfers the data in sectors. The raw
capacity of a hard disk ranges from 322 Mbytes to 4 Gbytes,
depending on the model.

The most popular magnetic device, the Winchester offers the fastest
access to data, with reasonable performance. A disk is a good choice
for storing the operating system, users’ home directories, source
trees, database packages, and other applications.

A group of Winchester disks grouped together on a dedicated
controller, providing higher capacity, performance and reliability
than a single disk. The disk-array storage system provides a
compact, high-capacity source of disk backup for your computer
system. It offers up to 40 Gbytes of disk storage, with as many as
20 disk drives. The function of the disk array is identical to the
fixed Winchester drive.

Acronym for Compact Disk—Read Only Memory, the raw capacity of
a 5.25-inch CD-ROM is approximately 600 Mbytes.

CD-ROMs are the most popular permanent optical read-only
storage medium for system software; multi-volume libraries such as
encyclopedias, on-line documentation, and graphical images; video
data; and audio data.

Unit that reads and writes a removable magnetic medium. Inside
the drive, the disk spins at high speed while a read/write head
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Surveying the hardware

reads and writes data. Diskettes, also known as floppies, come in
standard sizes and capacities: 3.5-inch (720 Kbytes or 1.44 Mbytes)
or 5.25-inch (720 Kbytes, 360 Kbytes, or 1.2 Mbytes). A diskette
can be write-protected.

Diskettes are best used to transport readable and writable data
between a personal computer and the DG/UX operating system.

Write Once, Ready Many Disk (WORM)

A WORM is a removable medium (similar to a CD-ROM) offered in
two sizes and capacities: 5.25-inch 650 Mbyte or 12-inch 6.5 Gbyte.
You can write data on a WORM only once. The medium can never
be erased.

Having a larger capacity than magnetic media, WORMs are suited
for applications that do not require fast, frequent access to the data.
WORMSs and CDs share a common purpose with the exception that
WORMSs are higher capacity devices and are writable.

Rewritable Magneto-Optical Disk (MO)

Also referred to as magneto-optical or optical disk, which uses a
removable, rewritable 5.25-inch (900 Mbyte raw capacity) or
12-inch (2.4 Gbyte raw capacity) disk cartridge. Each cartridge has
two sides that are identified by the letter A or B, which you can
write protect by setting a switch.

Best suited for archival purposes because of its relatively slow
transfer rate, an MO typically stores data that is accessed
infrequently.

You may use the OpStar™ optical storage software to access the
data stored on optical disk volumes for both magneto optical and
WORM platters.

Tape drives

The tape device family comprises several tape drive types. Known
as off-line devices, tapes drives are used primarily as archival
devices.

Because new tape drive models often are introduced with each
release, supported device models are not listed here. Refer to the
st(7) manual page for an up-to-date list of supported tape drive
models and raw capacities.

Helical scan tape

Helical scan tape capacities usually are expressed in “native”
(uncompressed) capacities: 8 mm — 2 Gbytes or 5 Gbytes and
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Tape array

QIC Cartridge

4 mm — 2 Gbytes or 4 Gbytes. A 4 mm tape is also known as a
Digital Audio Tape (DAT). Using a tape in compressed mode
effectively doubles storage capacity.

Many helical scan drives also implement a data compression
function inside the drive, raising the effective capacity of a tape
used in the drive. A data compression rate of 2:1 is typical for most
operations, although your actual capacity may vary.

A group of 4 mm helical scan tapes on a dedicated controller, a tape
array subsystem provides greater capacity, performance and
reliability than a single tape. Such a tape can still retrieve host
data if a single tape drive or tape medium fails. The tape-array
storage system provides a compact, high-capacity source of tape
backup for your computer system or disk-array storage system. It
offers up to 70 Gbytes of tape storage, with as many as seven tape
drives.

Unit that reads and writes removable, pre-formatted cartridge
tapes as follows: QIC-24 (60 Mbytes), QIC-120 (125 Mbytes),
QIC-150 (150 Mbytes), QIC-320 (320 Mbytes) and QIC-525 (525
Mbytes). Most cartridge tape devices read and write in a 512-byte
fixed record size.

Reel-to-reel (9-Track)

The drives can use both 1.0 mil and 1.5 mil tape in reel sizes from
15.2 cm to 26.7 cm densities (6 in. to 10.5 in), and operate using any
tape certified for 1600 cpi. The unformatted capacities of reel tapes
are: 800 bpi — 20 Mbytes, 1600 bpi — 40 Mbytes, and 6250 bpi —
140 Mbytes.

Magnetic tape streamer unit

The unit can support tape reels from 6 inches to 10.5 inches,
although it works best with 7-inch through 10.5-inch reels.

Tape autoloader

IBM 3480-compatible, 18-track, cartridge tape drives. Each drive
contains a control panel, power supply, an integrated tape
controller, and a SCSI interface board. You can change the drive
from a single-ended to a differential SCSI interface by a selection
from the front panel.
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Memory

The drive comes with either a right-hand or left-hand mounted
autoloader. The autoloader uses a magazine that holds from 1 to 10
IBM 3480-style, 1/2-inch cartridge tapes. The autoloader moves the
magazine up or down to select, load, and unload each cartridge
tape.

Each tape stores about 250 Mbytes of data; and each fully loaded
magazine, about 2 Gbytes. With an optional ICRC data-compression
board installed, storage capacities increase from 2 to 2.5 times,
depending on the bit pattern of the stored data.

Although memory does not constitute a device, per se, it does
supplement storage in the form of a special memory board or
built-in random-access memory, both resident in the computer.
Memory file systems provide the fastest access and least capacity of
any of the disk or tape storage options.

Nonvolatile Random Access Memory (NVRAM)

Also known as Battery Backed Up Random Access Memory
(BBURAM)), its high speed and stability offer enhanced
performance. The combination of nonvolatility through each
NVRAM module’s on-board lithium batteries and advanced
management offered through the DG/UX system assures that data
written to the NVRAM remains secure through a system power
failure. Its high speed and stable storage provide a performance
accelerator to network and database management system
environment. Each NVRAM module contains 2 Mbytes of storage.

A common use of NVRAM is to serve as a front-end software buffer
(or cache) to expedite file system access over the network. Use of
NVRAM is not recommended for large databases whose write
operations may overrun the cache, causing slowdowns.

Random access memory disk

Also called a RAM disk or a memory file system that resides
entirely in memory. It provides very fast I/O performance for file
systems that can fit in memory. Such a file system’s volatility
presents a major disadvantage; whenever you delete or unmount
the file system or the system goes down, all contents of the memory
file system are lost.

A typical use of the memory file system is for temporary space used
by applications.
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Device drivers, and standard and nonstandard devices

Device drivers, and standard and
nonstandard devices

IMPORTANT:

The DG/UX system communicates with a device through a device
driver, which must be configured in the kernel. Whenever you
configure a new device, its device driver code gets incorporated into
your version of the DG/UX system. The SCSI disk driver, named
sd, and the SCSI tape driver, named st, work with most
industry-standard SCSI disk and tape devices.

Any device you purchased from Data General for use with AViiON
computers is a standard device. Its device ID (SCSI ID) has been
preset through a jumper or switch setting at the factory. (The
documentation you used to physically install the device explained
the importance of the SCSI ID). There are a limited set of
standard device names, which are listed in /usr/etc/probedevtab.
To find out the names of the standard devices, search this file for
device names that begin with sd and st. A major advantage of
having a standard device is that you can refer to it by its short
name rather than its cumbersome internally represented long
name. A later section, “Anatomy of a DG/UX device name,”
discusses device short and long naming conventions.

A nonstandard device is one that you add to your configuration for
which there are no remaining standard device names. Or you
might rejumper a standard device to a nonstandard setting. For
example, you may add to your configuration a device controller
supplied by a third-party vendor that requires a specific standard
address setting. Should this setting duplicate the standard
address of an existing device controller in the configuration, you
must rejumper the existing device controller to a nonstandard
address in long name format. To determine a nonstandard
controller’s address, follow the instructions outlined in
Programming in the DG /UX™ Kernel Environment.

Finally, you may try to add nonsupported devices to a configuration.
A nonsupported device is one you purchased from a third-party
vendor. Such a device may be recognized by the DG/UX system, but
there are no guarantees. Furthermore, such a device may not be
compatible with the device driver provided by Data General. In
this event, you will have to write a compatible device driver to
accommodate the device. See Programming in the DG/UX™ Kernel
Environment for details.

Be sure to keep track of the device IDs that you may have
rejumpered in case you have any problems that may require help
from Data General.
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Why do | need to know a device’s name?

Why do I need to know a device’s name?

You need to know a device’s name under these circumstances:

® To specify the boot device for the DG/UX system and other
bootable software.

® To configure any device.

® To recognize devices that are configured into the kernel and
listed in the system file.

e To format a device.

® To identify a device that may be experiencing hardware
failures.

® To deconfigure and physically remove a device from the
configuration.

® To recognize the names of configured devices that are created in
the /dev directory after the kernel is booted.

It is a good practice to know the names of devices that compose your
DG/UX configuration. You may wish to affix an identifying label to
each device.

There are two types of device names: DG/UX and node. You use
the DG/UX name to refer to the device before the DG/UX system
has booted; such as when you are configuring or formatting the
device. Each time the kernel boots, the system automatically
translates each DG/UX device name into a node name, which is
listed in the /dev directory.

Anatomy of a DG/UX device name

A device’s DG/UX name reflects the simplicity or complexity of your
DG/UX configuration. The following example illustrates a simple
DG/UX device name and a definition of each field in the name.

Short name

An example of a DG/UX short name follows:

sd(insc(0),0,0)

I I I 1 I__ logical unit number (LUN)

I (not required for LUN 0)

| b
device | | | |_SCSI-ID number of disk drive
(I
controller-type | |_controller-number
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This device name sd(insc(0),0,0) identifies a disk drive on the first
integrated SCSI controller (insc) which has controller number 0.
The disk drive is set to SCSI ID 0. Since the disk is at LUN 0, the
LUN is not required, although it is shown for clarity. You could
identify the disk by the name sd(insc( ),0) or sd(insc( )). Both the
first controller number, the first SCSI ID number, and the logical
unit number are 0.

Because this device is standard, you can refer to it by its short
name. However, each short form is internally represented by a
long form equivalent. Nonstandard devices and device nodes are
represented exclusively in the long name form.

Long name

An example of a DG/UX long name follows:

sd(insc@7(FFF8A000,C),0,0)
| I I
|

| |
| [
device _ | | I | 1__logical-unit-number
| [ (LUN)
| [
controller-type ___ | | 1_ SCSI-ID-of disk
|

I
I
|
I
|
|
I
| ___SCSI-ID-of controller
I

I

device-code controller-address

The long name identifies a disk having the SCSI ID of 0 on the
integrated SCSI controller whose device code is 7, controller
address is FFF8A000 and controller SCSI-ID is C. Since the disk is
at LUN 0, it needn’t be further qualified by a logical unit number,
although 0 is shown for clarity. The short name for this device can
be expressed as sd(insc( )), sd(),0) or sd(0),0).

For a complete list of supported devices and their DG/UX long and
short names, see Appendix A.

Device nodes

Device nodes are created automatically in the /dev directory each
time you boot the kernel. Any facility that needs to access a device
for an I/0 activity (such as the DG/UX system or an application)
will look in this directory for instructions. The node name supplies
the device driver, which contains routines for performing /O
functions; the device type; and the device’s unit drive, controller, or
unit number. Device nodes come in two forms:

093-701136-00 Licensed Material — Property of Data General Corporation 2-9



Device nodes

® Character mode (for character-at-a-time access)
® Block mode (for buffered access)

For more information on node names, see the mknod(1M) manual
page. You should never need to use the mknod command to create
nodes because all standard devices automatically are configured
and have nodes created for them at boot time.

Disk drive nodes

Each disk drive is accessible in both block and character mode.
Block nodes are in /dev/pdsk. Character nodes are in /dev/rpdsk.
The following are example entries created in /dev:

/dev/pdsk/cied@18(FFFFEE00,0) Block node for
cied(0,0)
/dev/rpdsk/cied@18(FFFFEE00,0) Character node for
cied(0,0)
/dev/pdsk/sd(insc@7(FFF8A000,C),2,0) Block node for
sd(insc(0),2,0)
/dev/rpdsk/sd(insc@7(FFF8A000,C),2,0) Character node for
sd(insc(0),2,0)
Tape drive nodes

Tape drives are accessible only in character mode. The
character-access nodes are in /dev/rmt; an example is
/dev/rmt/st(cisc@28(FFFFF300)4,0). All possible combinations of
density and rewind options are created for each unit as follows:

/dev/rmt/ tape@dev-code(adapter, SCSI-ID, LUN) [density] [compress] [n]
where:

density 1, m, or hindicate whether you are using a low,
medium, or high density storage medium. A node
without a denoting letter is also created, which accesses
the device’s default density. For a drive that supports
just one density, the system ignores any of these letters.

compress € or u mean use compression mode and use
uncompressed mode, respectively. The ¢ or u apply to a
drive that supports compression mode (such as a DAT
drive) only. For a drive that does not support
compression, the system ignores any of these letters.

n indicates that you do not want the device to rewind
after it closes.
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For example,

/dev/rmt/st(cisc@28 (FFFFF300),4,0)1lu

This is a SCSI tape with a Ciprico SCSI adapter with default device
code and address. The low-density, uncompressed tape is at the
default SCSI ID of 4.

Virtual disk nodes

If you create virtual disks on devices, node names will be created for
them also in /dev/dsk and /dev/rpdsk. More information on
virtual disks is given in Chapter 4.

You may access virtual disks in both block and character mode.
Therefore, the kernel creates both types of nodes. Block nodes are in
/dev/dsk and character nodes are in /dev/rpdsk. When you use
sysadm to create a virtual disk, a corresponding virtual disk node
is created. If you create a virtual disk named comm, the nodes in
/dev will be

/dev/dsk/comm /dev/dsk (comm, 2D627F27,0C0208CB, 0)
/dev/rdsk/comm /dev/rdsk (comm, 2D627F27, 0C0208CB, 0)

Configuring a device

All devices must be configured in the kernel. Before you configure a
device, check the current list of configured devices in the kernel, in
case the device is already configured.

As superuser, enter the sysdef command. Typical output follows:

093-701136-00
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CAUTION:

4 sysdef )

# Configured devices
#

kbd ()

grfx()

1p()

duart (0)

inen ()

wdt ()
sd(insc(),0)
st (insc(),4)
st (insc(1l),*)

# Device drivers
#

sd

st

insc

duart

grfx

kbd

1p

The list includes one SCSI disk drive with a SCSI ID of 0 and two
SCSI tape drives. The first tape drive, attached to the first
controller (0), has a SCSI ID of 4. The second tape drive in the list
includes a SCSI tape drive that is characterized by the asterisk
wildcard. The asterisk (*) is used as a wildcard to match all device
SCSI IDs (0 through 15) — assuming wide SCSI addressing is
supported — on the second (1) controller. Therefore, if you add
another tape drive to this controller, the device is already
recognized by way of the wildcard; you do not need to configure it
explicitly.

If you have a failover configuration do not use the asterisk wildcard
for device names in your system file.
You must configure explicitly a device under these circumstances:

You add one or more devices to an existing controller whose device
name is not represented with the asterisk wildcard character.

For example, if you add a second device to the second (1) integrated
SCSI controller and you do use wildcards in the system file, you
must configure the device.

You add a nonstandard device to your configuration.

You must always configure nonstandard devices.

All device controllers are built into the kernel by default.
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You may also scan the list of configured devices in the system file
(from which the kernel is extracted) at this location:
lusr/srciats/aviion/Build. Scan your system files using the more,
cat, grep, or view commands.

You may configure a device in either of two ways: dynamically
configure the device while the system is operating or rebuild the
kernel and take the system down to reboot it. The primary
advantage of dynamic configuration is that it does not disrupt
system operation. It is also a desirable method for adding a device
temporarily. The disadvantage of a dynamic configuration is that if
you reboot or if the system crashes, you lose the device
configuration. To permanently configure a device, however,
eventually you must rebuild the kernel, incorporating the new
device, and reboot the system. Also, you must rebuild the kernel
when configuring nonstandard devices and device drivers.

The device’s device driver must also be configured in the kernel.
Whenever you configure the device itself, the device’s driver is
automatically configured as well. Refer to the section on device
drivers in this chapter for details.

Procedures for a dynamic device configuration and a kernel build
follow.

Dynamically configuring a device

To dynamically configure a device while the system is operating,
use the sysadm operation:

Device -> Configure

The system prompts for the name of the device to configure.
Alternatively, you may use the shell command:

admdevice -o configure ’‘device-name’

Configuring a device puts an entry for it in either /dev/pdsk,
/dev/rpdsk or rmt (tape nodes), whichever is appropriate.

The configure operation does not update your system file with the
added device’s name. Eventually, you must rebuild the kernel to
include the added device in the system file to ensure that it gets
recognized at boot time.

Each device driver is configured automatically in the kernel; you
needn’t be concerned about its explicit configuration.

Rebuilding the kernel

You may rebuild the kernel with sysadm using either an automatic
configuration or a custom build. Both methods automatically

093-701136-00 Licensed Material — Property of Data General Corporation 2-1 3



Configuring a device

configure all standard devices that are physically connected to your
configuration.

The auto configure option builds a kernel that includes default
variable values and requires no user interaction. It builds the
kernel and links it to /dgux automatically. You may choose this
option for a computer system that:

® Does not share a disk-array storage system with another host
® Does not connect to a nonstandard device

The custom build option lets you can edit the system file, producing
a custom kernel.

In both cases, you must reboot the system, activating the new
kernel.

Building an auto-configured kernel

To build an auto-configured kernel, follow these steps though
sysadm.

System -> Kernel -> Auto Configure

A typical dialog follows:

System configuration file name: [sport] )
Overwrite existing [system.sport] [yes]: ),
[system.sport] Correct? [yes] )
Operating system client? [no] )

Okay to perform operation? [yes] ).

After you confirm, sysadm displays this message:

Warning: Only devices with drivers configured in the
currently-running kernel will have drivers in the new
kernel.

This means that the new kernel can support only those devices
whose controllers are recognized by the current kernel.

Then sysadm builds the new kernel. The process takes several
minutes. These messages appear:

Configuring system...

Building kernel...

Successfully built dgux.sport

Linked /dgux. You must reboot in order for this
kernel to take effect.
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You have successfully built an auto-configured kernel. The kernel
file resides in /dgux.sport. The system configuration file resides in
/usr/src/uts/aviion/Build/system.sport.

The new kernel is not effective until you boot it. Follow these steps
through sysadm to boot:

System -> Kernel -> Boot

Building a custom kernel

To build a custom kernel, follow these steps though sysadm:

System -> Kernel -> Build

Answer these prompts:

System configuration file name: [sport] )
[system.sport] Correct? [yes] l
Operating system client? [no] )

Editor: [/usr/bin/vi] )

The system file is several screens full. Figure 2—-1 shows an excerpt
from a system file.

# Automatically Configured Hardware Devices:

#

# These hardware devices were found on the system by probedev (1M).
#

vme () ## VME bus (number 0)

kbd () ## Workstation keyboard

grfx() ## Workstation graphics display

1p () ## Integrated parallel line printer controller
duart (0) ## Dual-line terminal controller (number 0)
duart (1) ## Dual-line terminal controller (number 1)

syac(vme(0),0) ## Systech terminal controller 0 on VME channel 0

dgen (0) ## Second-Generation Integrated Ethernet controller 0
wdt () ## Watchdog Timer

sd(ncsc(0),0) ## SCSI disk 0 on Second-Generation SCSI adapter 0
sd(ncsc(0),1) ## SCSI disk 1 on Second-Generation SCSI adapter 0
sd(ncsc(0),3) ## SCSI disk 3 on Second-Generation SCSI adapter 0

st (ncsc(0),4) ## SCSI tape 4 on Second-Generation SCSI adapter 0

st (ncsc(0),5) ## SCSI tape 5 on Second-Generation SCSI adapter 0

st (ncsc(0),6) ## SCSI tape 6 on Second-Generation SCSI adapter 0

Figure 2-1 Hardware devices excerpt from system file

To configure a standard device for an OS server or a stand-alone
workstation, see “Automatically Configured Hardware Devices.” For
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a standard device attached to an OS client, see “Typical AViiON OS
client device configuration.”

As an example, to configure a nonstandard device on a new Ciprico
SCSI adapter, you might hand edit the system file as follows:

# Hand-entered Nonstandard Devices

cird@28 (FFFFF300, 3) ## Nonstandard Ciprico SCSI adapter at

## controller address FFFFF300

Be sure to document your hand-edited entries using comment
symbols (#). You may enter the nonstandard device anywhere in
the file; however, logically, it is best located near the automatically
configured hardware devices.

After you finish editing the system file, save the file and exit from
the editor.

The following sample dialog completes the kernel building process.

Link the new kernel to /dgux? [yes] )
Save the old kernel? [yes]ll)
Continue with the build? [yes] )
Configuring system...

Building kernel...

Successfully built dgux.sport

Assuming that you want to link the new kernel to /dgux, sysadm
also displays

Linked /dgux. You must reboot in order for this
kernel to take effect.

Now you must boot the kernel you just built.

Booting the kernel

To boot the kernel just built, follow these steps though sysadm.

System -> Kernel -> Boot

Sysadm displays the boot path. A typical dialog follows:
Boot path: [sd(insc(0),0,0)root:/dgux -3])

All currently running processes will be killed.
Are you sure you want to reboot the system? [yes] )
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The kernel you specified boots automatically to a run level of 3. The
screen displays a series of messages whose content depends on the
run level to which you are booting and the particular packages you
have set up. The time it takes to complete the booting process
depends on a number of conditions. Eventually, a login prompt
appears. A sample display looks like this:

Booting sd(ncsc(0),0,0) root:/dgux -3
DG/UX Bootstrap 5.4R3.10
Loading IMage vt viietnneeeeenneennneenns

sport
Console login:

For more information on kernel building, see Managing the
DG /UX™ System.

End of Chapter
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Tape devices

After you have physically installed a tape device and configured it
into the DG/UX system, you are ready to use it. How you use a tape
device depends on its basic capabilities and the application you use,
if any.

This brief chapter introduces the DG/UX commands used for
writing data to tape. For additional information on using tapes as
backup devices, see Managing the DG /UX™ System. Also, refer to
the Preface for a list and description of documents about tape and
disk drives, software archiving products and other tape software
products.

DG/UX tape dump and copy commands

Tape devices are used typically for storage of dumps or backups.
The following DG/UX commands are useful for archiving to tape:

tar Saves and restores files on magnetic tape.
cpio Copies file archives in and out.
dump Performs an incremental file system dump;

copies to magnetic tape all files changed after a
certain date in a particular file system.

dump?2 Same as dump, but faster. Performs an
incremental file system dump; copies to magnetic
tape all files changed after a certain date in a
particular file system.

dd Copies the specified input file to the specified
output with possible conversions. The standard
input and output are used by default. The input
and output block size may be specified to take
advantage of raw physical I/O.

restore Reads files and symbolic links dumped with the
dump or dump2 commands.

See the respective manual pages for more information.

Using NetWorker to back up disks to tape

Legato NetWorker® for AViiON Computers, which is bundled with
the DG/UX system, is a disk backup application that allows you to
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back up NetWorker clients’ disks to the NetWorker server’s tape
drives. You have the option to install NetWorker along with other
DG/UX bundled software products when you install the DG/UX
system. You must configure NetWorker to behave in the desired
way. See the NetWorker documentation and Installing the
DG/UX™ System.

Operating the tape autoloader

IMPORTANT:

You use the mt and rmt commands to change media for the Model
61001 and 61002 1/2-cartridge tape drives with autoloader (see the
Operating manual). See the rm(7) and rmt(7) manual pages for
details on these commands.

You may use the DG/UX tape dump and copy commands and the
Legato NetWorker® product to operate on each tape device.

The primary use of the tape drive with autoloader is expected to be
data interchange with IBM systems. The DG/UX system does not
offer a utility that translates or exchanges this data. If you require
this feature, a REELexchange product is available that incorporates
data conversion functions and automatic stacker operation. This
product is available from Software Clearing House (SCH) at (513)
579-0455 (USA).

Do not use the REELexchange product supplied with the DG/UX
system to operate this product. The REELexchange product was
designed for use with nine-track tape devices and applications.

Removing a tape drive from the
configuration

Removing a tape drive from a configuration (or deconfiguring)
removes its entries from /dev/rmt (tape nodes).

Select the following sysadm operation to remove the tape drive
from the configuration.

Device -> Deconfigure

A successful deconfiguration is confirmed.

Alternatively, you may choose to use the command:

admdevice -o deconfigure ’'device-name’

The deconfiguration operation does not update your system file; the
tape drive you just deconfigured still remains. After you physically
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IMPORTANT:

remove the device from the configuration, you must rebuild the
kernel to delete the deconfigured device. Otherwise, at system boot,
the operating system, consulting its system file, would attempt to
configure a nonexistent device because it is still listed in the system
file. Using the autoconfigure option, the system automatically
configures only attached devices. Since the deconfigured device is
no longer attached, it will not be autoconfigured.

If you used the asterisk (*) notation in the device name in the
system file, you do not have to delete it from the system file and
rebuild the kernel. Refer to Chapter 2 for information on building
an autconfigured kernel.

End of Chapter
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IMPORTANT:

To use your devices most effectively, you must decide how to
organize your data. Proper planning now can prevent
time-consuming reorganization later.

You have two primary objectives:

to design your file system layout, and
to map your software needs onto devices.

This chapter attempts to help you design your DG/UX system and
presents a strategy for creating it.

For any physical disks in a disk-array storage system that you
intend to use for failover see the 014-series manual supplied with
the storage system.

Organizing your DG/UX file system

Ultimately, you want to organize your data and work areas in a
hierarchical structure called a file system. The term file system has
two meanings: (1) the entire tree comprising many hierarchical
levels and (2) a component of the tree that contains its own
directory structure. Figure 4-1 shows a simple example of a
DG/UX file system.
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Figure 4-1

(/home) (/pdd)

sr_opt_pkg

( /usr/opt/pkg ) ( usr/opt/X11)

Legend: Circles represent the virtual disks.
Pathnames within parentheses indicate mount points.

Simple DG/UX file system structure

The entire structure is referred to as the DG/UX file system, and
each circle component is also a file system. The shaded circles
represent file systems that compose the DG/UX operating system:
root, usr, and usr_opt_X11. The remaining file systems are
examples of those you may wish to include in your DG/UX system.
Accordingly, each component of the DG/UX file system will contain
its own set of file systems. If your DG/UX system is operational,
you can list the files residing in the root file system (represented as
/) by typing these commands:

4-2
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$ cd /3

% 1s -CF 3

admin/ dgux.moe.old* opt/ tftpboot/
bine dgux.installer* pdd/ tmp/

dev/ etc/ proc/ udd/
dglib/ interleaf/ sbin/ usr/
dgux* libe spool/ wvar/
dgux.moe* local/ srv/

The root file system contains the executable file for the kernel,
dgux, and other critical directories: /dev for device files, /etc for
important system files and maintenance utilities, and /tmp for
storing temporary files, to name a few.

A typical file system you likely will create is home, which would
house your personal files and users’ home directories. You might
also create a file system for a software application that is critical for
your users. Such an application is represented as usr_opt_pkg.

As you can see, the DG/UX file system looks like an inverted tree,
starting at the directory / and continuing downward to other levels.
To specify the location of a particular file system, you must specify
its pathname. For example, the home file system is located at
/home and the usr_opt_pkg file system is located at /usr/opt/pkg.

After you create a file system, you must graft it onto the DG/UX
tree by mounting it. A file system’s mounted location is referred to
as a mount point.

File systems that you create on your devices are considered local
file systems. However, you are not limited to using just the file
systems that you create and those related to the operating system
such as / and /usr. In addition, you may access and use file systems
that already exist on other AViiON computer systems attached to a
network. File systems on remote systems connected to a network
are referred to as remote file systems. You must also mount the
remote file systems onto your DG/UX file system to enable your
access to them.

Planning worksheets

The planning worksheets contain tables that you complete to
organize your file system needs. You will identify the names of tape
devices, virtual disks, sizes, possible types, and mount points in the
DG/UX directory structure. Time you spend here will speed up the
resource allocation process. The planning worksheets are shown in
Figures 4-5 through 4-7.
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Organizing file systems on virtual disks

A file system is based on a higher level abstraction called a virtual
disk. A virtual disk may be thought of as a container of disk space
over which a file system structure is imposed. In Figure 4-1, the
circles are actually virtual disks on which file systems reside. The
file system on the virtual disk is what’s mounted onto the DG/UX
file system. For example, the virtual disk root containing a file
system is mounted at /. As another example, virtual disk
usr_opt_pkg is mounted at /usr/opt/pkg. DG/UX virtual disk’s
names, by convention, suggests their mount point. Most file
systems you create will require virtual disks.

See Appendix B for information about the on-line management of
virtual disks.

Naming virtual disks

Virtual disk names may contain 31 characters, including alphabetic
characters, numbers, period (.), hyphen (-), and underscore ( _).
However, some characters are invalid:

Table 4-1 Invalid characters in virtual disk names

Character Description

space
" double quotation mark

single quotation mark

() left and right parentheses
) comma
/ slash
colon
@ at sign
\000 through \037, ASCII control characters
\200 through \237
\177

IMPORTANT: Avoid using a . (dot) as the first character in a file name, which may
cause confusion with other file names beginning with a dot, which
signifies a system startup file or a partition file.

You may want to adopt a naming scheme that identifies the mount
point of the file system that will be created on the virtual disk. Or,
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select a name that is memorable, one that describes its purpose.
Especially for a series of related virtual disks, adopting a common
naming scheme can be helpful. For example, a virtual disk named
tax_86 might contain tax records for 1986.

Determining your virtual disk needs

Typical virtual disks that you may need for your data storage and
work areas are provided in the following list.

® User home directories

® Third-party and database packages
o Work directories

® Tools directories

® Temporary space

® Front-end cache

The virtual disks you create are not restricted to those listed here.
You also may wish to create virtual disks for OS clients and
secondary releases of an operating system. Refer to Managing the
DG /UX™ System for information on disk planning for these
purposes.

When computing virtual disk sizes, you must account for file system
overhead.

Factoring in file system overhead

To accommodate a file system that is readable and writable, add 10
percent to the virtual disk’s size as overhead. For a read-only
virtual disk, add nothing for overhead.

For example, the release notice for a software package recommends
100 Mbytes of space. To account for 10 percent overhead, you would
calculate vertical disk size in disk blocks as follows:

100 + 10% overhead = virtual disk (readable and writable) size

100 + (100 * .1) = 110 Mbytes = 239,616 blocks
Blocks = (Mbytes * 1,048,576) / 512

Some virtual disks (such as for a database application requiring a
raw disk) do not require a file system, in which case there is no
overhead. Read your software application’s release notice for
details.

User home directories (home)

A home directory is useful for containing each user’s work on the
system. It also contains files that customize each user’s shell,
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electronic mail environment, and X Window environment (for
example, through the .login or .profile, .mailrc, and .Xdefaults
setup files). Usually one file system is needed to accommodate all
users’ home directories.

A user’s home directory requires a variable amount of space
depending on the work the user does and the files the user
accumulates. As an example, suppose you determine that each
user’s home directory needs 40,000 blocks in which to save mail,
write memos, collect product specifications, and accommodate
various temporary files that the system or other programs produce,
such as scratch files. For five users, you could calculate home
directory space as follows.

(number-of-users * blocks-per-user) + 10% overhead

(5 * 40,000) + 10% = 200,000 + 10% = 220,000 blocks

You must account for any OS clients’ home directories as well as
directories for local users. Installing the DG/ UX™ System explains
adding OS clients; Managing the DG | UX™ System explains adding
user accounts.

Third-party and database packages (usr_opt_pkg)

You can create a separate virtual disk for each third-party package,
or you can create a single virtual disk for all third-party packages.
Database packages are singled out because, in many cases, the
third-party package (such as a retail accounting system) may be
built upon an industry-standard database package. So, in some
instances, both the database and the third-party package have
virtual disk requirements.

If you put all third-party packages on one virtual disk, it must be
sufficiently large to accommodate the sum of the individual
packages. Planning for such a virtual disk may be difficult to
forecast. To save disk space, consider making a virtual disk for each
package so that you use only the disk space required per package.
The release notice that accompanies the third-party package
specifies its size requirements. Without release notice instructions,
you may calculate size requirements using these guidelines. When
calculating the size of a virtual disk for a third-party package whose
file system will be readable and writable, add 10 percent of the
package size for file system overhead requirements. For a
read-only file system, add nothing for overhead.

Normally, you should mount virtual disks for third-party packages
below /usr/opt in the DG/UX file system. For example, for a
third-party package named retail, you might create a virtual disk
named usr_opt_retail and mount it at /usr/opt/retail. That way,
the name of the virtual disk reminds you of its mount point.
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Work directories

Work directories, such as software development build areas or large
databases, may serve as common work areas for your system’s
users. If such work directories are too large for a single disk drive,
or if you suspect that disk I/O performance could deteriorate during
multiuser access, you can create an aggregation of virtual disks to
distribute the work directories onto multiple partitions on different
disk drives.

Tools packages

Tools are commonly placed in /usr/local/bin. The DG/UX system
has a /usr/local mount point included in the /usr file system. You
can place a tools packages on a separate virtual disk. An
appropriately named tools directory is easily recognizable and
accessible to users on your system. You may choose to limit users to
read-only access to a directory containing tools.

Temporary file space (tmp)

User programs need temporary space for startup and execution.
Large program compilations, heavy network traffic, and large
database I/O activities use temporary file space.

To segregate temporary file space from the / directory, you can
create a virtual disk for temporary file space and mount it on the
/tmp directory. By default, the system allocates 40,000 blocks to
the root virtual disk for its file system. After you load the/ file
system, 12 Mbytes remain as free space that you can use for /var
and /tmp. All subdirectories of /var use the same space. Also, you
can create separate virtual disks for the mail and news
subdirectories of /var.

IMPORTANT: If you want to link the /var/tmp directory to the /tmp directory (or
the /tmp directory to the /var/tmp directory), use relative
pathnames. Using absolute pathnames causes problems when you
attempt to install an update release.

Front-end caches

Caching configurations use NVRAM or a fast disk as a fast and
stable front-end device and a slower disk functioning as the slow
back-end device. Even though the RAM board has limited storage
capacity, its fast I/O performance greatly improves the overall
performance of applications whose network-driven I/O activities are
synchronous transmissions that occur in bursts. A disk serving as
the back-end device has more storage capacity than does the front
end.
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In response to an I/O request, the system attempts to write the data
to the fast front-end device. If the front end is already full of data,
it will flush one or more of its buffers to the back end to make room
for the incoming data. You will get optimal performance when the
majority of the data being accessed fits on the front-end device.

If you intend to use an entire NVRAM board as a front end, select
the largest block size offered, such as 3967 blocks. This number of
blocks results from subtracting 33 blocks for system partitioning
overhead from a total capacity of 4000 blocks. Alternatively, if a
fast disk is used as a front end, as a rule, make the front end
one-tenth the size of the back end.

front-end

10% (back-end)

front-end .10 (200,000 blocks)

front-end 20,000 blocks

Deciding where to mount file systems

The hierarchical tree is a flexible structure, allowing you to
organize virtual disks and file systems with respect to root (/). By
convention, the root, usr, and usr_opt_X11 virtual disks are
placed at the locations shown in Figure 4-1. Some guidelines
follow.

Do not rearrange the locations or contents of root, usr,
usr_opt_X11 and any other operating system software. Doing so
will cause trouble when you upgrade your DG/UX operating system.
Reliable locations of key system files allow a quick and easy
upgrade.

If mounting third-party packages, follow the advice given in the
documentation and release notices. By convention, third-party
packages are mounted at /usr/opt.

Establish mount points for all other file systems beneath root (/).

The /etc/fstab file lists all usable file system mounts. At system
boot time, the DG/UX system checks the /etc/fstab file and mounts
all those listed, making them accessible to users. More information
on the fstab file is given in Chapter 8.

Local file systems

A local file system is one that is located on a device attached to your
local AViiON computer.

4-8
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Locally mounted file systems may be of four types. They are:

DG/UX

CD-ROM

DOS

memory file system

Generally, you will create DG/UX file systems on virtual disks that
you create and establish their mount points. If you have a
CD-ROM device or DOS-formatted diskette whose contents exist,
however, you need only establish its mount point and identify its
file system type, to make the device’s contents usable. For a
memory file system, not only must you establish its mount point
and identify its type as a memory file system, but also you must
specify its size. Chapter 6 gives instructions on establishing a file
system’s type and mount point.

Figure 4-2 expands the view of the typical DG/UX file system
shown in Figure 4-1 to include local file systems that do not require
virtual disks. File systems /usr/opt/floppy and
/usr/opt/docbrowse are a DOS-formatted diskette and a CD-ROM,
respectively.
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(/)

(/home ) (/pdd) (/usr)

lusr/opt/floppy sr_opt_pkg lusr/opt/docbrowse

(/usr/opt/floppy )  (/usr/opt/pkg ) (usr/opt/X11)  (/usr/opt/docbrowse )

Legend: Circles represent the virtual disks.
Pathnames within parentheses indicate mount points.

Figure 4-2 Sample mount points on the DG/UX directory structure

Remote file systems

A remote file system is one that is located on a device attached to a
remote host that you can access by way of a LAN. You need to know
the location of the remotely mounted file system on the remote host
and the mount point you desire on your local system. Mounting
remote file systems eliminates the need for duplicating file systems
throughout configurations that are connected by a LAN.

Figure 4-3 expands the view of the file system shown in Figure 4-2
to include remotely mounted file systems /pdd/pics/image,
/pdd/notes, /pdd/conf/papers, and /pdd/spleen/games.
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(/)

(/usr)

‘ (/home) # (/pdd)

/pdd/pics/image
/pdd/notes
/pdd/conf/papers
/pdd/spleen/games

lusr/opt/floppy sr_opt_pkg lusr/opt/docbrowse

( /usr/opt/fioppy ) ( /usr/opt/pkg ) (usr/opt/X11)  ( /ust/opt/docbrowse )|

Legend: Circles represent the virtual disks.
Pathnames within parentheses indicate mount points.

Figure 4-3 Sample mount points on the DG/UX directory structure

Figure 4-3 shows the following remote and local mount points.

Remote Mount Point Local Mount Point
dot:/pdd/sam/image /pdd/pics/image
oz:/pdd/notes /pdd/notes
kansas:/pdd/otis/papers /pdd/conf/papers
toto:/pdd/spleen/games /pdd/spleen/games

The remote mount point begins with the name of the remote host
followed by a colon (for example, dot:).

The examples indicate that remote and local mount points do not
have to be identical. Select an appropriate local mount.
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Mapping your data and work areas onto
disks

Your second objective is to map your data and work areas onto disk
drives.

Deciding how to best use the device depends on the capabilities of
the device itself, the application’s requirements, and your
performance goals. You should create virtual disks and DG/UX file
systems on disks to maximize disk use and performance. The
following sections give recommendations and possibilities for each
device type.

Winchester disks and disk arrays

Traditionally, you organize Winchester disks into virtual disks and
DG/UX file systems. However, if required by an application, it is
possible to use a “raw” disk (a virtual disk but no file system).
Some database products require virtual disks but use their own
style of file system instead of a DG/UX file system. Consult your
database documentation for requirements. After you create a
DG/UX file system, you must also create its mount point to allow
access.

Rewritable magneto-optical and WORM disks

Neither the magneto-optical nor the WORM disk uses a virtual disk
or a DG/UX file system. However, devices configured with virtual
disks and DG/UX file systems can still be used. Refer to the
OpStar™ documentation listed in the Preface for details.

Traditionally, you would organize NVRAM boards into virtual disks
but not DG/UX file systems. NVRAM is used as a front-end device
for data caching applications.

Diskette

A limited capacity diskette is best for storing a single file system,
which precludes the need for a virtual disk. A diskette file system
may be of two types: DG/UX or MS-DOS. Define a DOS file type if
you intend to use the diskette in both a personal computer running
MS-DOS and the DG/UX system environments. Otherwise, define
the file system as a DG/UX type. You must create the file system’s
mount point to allow access.
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Should you choose to organize multiple file systems on a diskette,
however, virtual disks would be required. Again, you must
establish its mount point to allow access.

CD-ROM
Since you cannot write to a CD-ROM, you create neither a virtual
disk nor a DG/UX file system. The CD-ROM, however, contains a
file system for which you must create a mount point to allow access.
Memory file system

Like the diskette, the memory file system has limited capacity, so
does not use a virtual disk. However, you must specify the amount
of memory you want to use and create a mount point to allow
access.

Table 4-2 provides a summary of recommendations for using the
disk devices and database applications.

Table 4-2  Disk and database applications virtual disk and file system needs

Disk Device Create Create
Type Virtual Disk? File System?
Winchester disk v 4
Rewritable Magneto Optical and Write See your hardware
Once, Read Many (WORM) documentation and application
documentation, if applicable.
NVRAM I
Diskette I
CD-ROM ¥
Memory file system I
Databases I See your
database
documentation

You must create a mount point for each file system on the device.

Assessing disk capacity

Knowing a disk drive’s model number can help you determine its
capacity. You can find the drive model number (and perhaps the
capacity) in the hardware installation and setup manual or the
packing list. If those documents do not provide capacity
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information, see the following manual pages for the most current
information on supported devices: sd(7), cird(7), cimd(7) and
cied(7).

For disk-array storage systems, a drive’s capacity depends on how
you bind the storage system’s disk modules into physical disks.
Currently, the disk-array storage systems offer disk drives of the
following capacities: 500 Mbytes, 1.0 Gbyte, 1.2 Gbytes, 2.0 Gbytes
and 4.0 Gbytes. For example, two 2-Gbyte modules bound into a
RAID-1 mirrored pair yield a physical disk with 2.0 Gbytes of
storage. Five 2-Gbyte modules bound into a RAID-5 group yield a
physical disk with 8.0 Gbytes of storage. For more information, see
the documentation for your disk-array storage system.

In addition to the model number and capacity, you also need to
know the DG/UX device name for each disk drive. For more
information on DG/UX device names, see Chapter 2 and Appendix
A

Viewing a disk device’s layout

To determine remaining disk drive resources as you create virtual
disks display the drive’s layout periodically. Follow this path
through sysadm to display a drive’s layout:

Device — Disk —+ Physical — List

Specify additional options as sysadm asks for them. Listing disks
is very helpful when you want to create more than one virtual disk
on the same disk drive. You can also check the space occupied by a
virtual disk or verify the layout of a removable medium in a given
drive.

Figure 44 shows a sample listing for a system disk obtained by the
following sysadm sequence.

Device -> Disk -> Physical -> List
Physical disk(s): sd(nesc(0,7),0,0) 3
Listing style: partitions

List label: [no]

4-14

Licensed Material — Property of Data General Corporation 093-701136-00



Mapping your data and work areas onto disks

Disk name

State Reg? Format Total blocks Free blocks

sd(ncsc(0,7),0,0) avail y vdisks 1295922 22768
Name Role Address Size
swap 859 100000
root 100859 80000
usr 180859 300000
usr_opt_X11 480859 200000
usr_opt_networker 680859 50000
udd 730859 300000
usr_opt_gif 1030859 60000
usr_local 1090859 50000
var_opt_relimon 1140859 2500
usr_opt_xdt 1143359 50000
<free space> 1193359 122563

Figure 4-4 System disk layout
The top two rows give the

® physical disk name, here shown as sd(nesc(0,7),0,0)

® state (avail means available: not owned or registered by a
different host system)

® registration status (y means registered, n means not registered,
¢ means registered in compatibility mode)

® software format (vdisks means virtual disks, ldisks means
logical disks)

® total number of 512-byte disk blocks, and total number of free
disk blocks

The following rows give the

® virtual disk name (for a named virtual disk) or name of parent
virtual disk (for an unnamed child partition)

® role (for a multiple-piece disk, displayed as piece n of n)
® address of the starting disk block on the physical disk
® size in disk blocks

Most virtual disks are one partition, although you may create an
aggregated virtual disk with more than one partition.

Strategies for mapping virtual disks to disk drives

There are several ways to arrange virtual disks on disk drives:

® Contiguous virtual disks (one or more virtual disks created in
sequence on a disk drive to use all available space)
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e Multiple-partition virtual disk partitions (aggregations) of any size

on different disk drives or the same disk drive

Mirror: a virtual disk that uses two or more virtual disks of a given
size on different disk drives for data redundancy (known as
software disk mirroring)

Software disk cache: a small, fast front-end virtual disk NVRAM)
associated with a large, slower back-end virtual disk (usually
located on a disk) to provide a large, fast storage resource.

Software disk mirroring and software disk caching are
sophisticated resource allocation strategies that you may select to
improve performance or to ensure data reliability. See Chapter 5 for
details.

Using contiguous or multi-partitioned virtual disks are the more
traditional options; they are discussed in the next sections.

Contiguous virtual disks

The simplest way to arrange virtual disks is to take the default
starting address when you create each virtual disk until you use all
available space. This way, the virtual disks are contiguous on each
drive. You also can specify the whole physical disk address space as
a virtual disk.

Instructions for creating virtual disks are in Chapter 7.

Multiple-piece virtual disks (aggregations)

If you need enormous amounts of file space or have fragments of
disk space scattered across different disk drives, you can aggregate
partitions on different drives.

For example, assume you want 2,000,000 disk blocks available in
bulk. You could create an aggregated virtual disk from partitions
on three disk drives as follows:

Virtual Disk DG/UX Size
Partition Device Name (in blocks)
10of4 sd(cisc(0),0,1) 200,000
20f4 sd(cisc(0),0,1) 400,000
3of4 sd(cisc(0),0,2) 649,500
40of4 sd(cisc(0),1,0) 550,500
TOTAL 2,000,000

You can specify up to 120 partitions for an aggregation.

Aggregations can also be striped. Software disk striping is
described in the next section.
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Instructions for creating aggregated virtual disks are in Chapter 7.

Software disk striping

Software disk striping improves disk I/O performance by
distributing the disk load across multiple disk drives. Software disk
striping is useful for applications that perform many random reads
and writes or many sequential reads. Such an application might
query the entire database requiring a sequential read of the
database. If a database occupies multiple disk drives, those drives
can share the I/O load, thus improving performance.

Software disk striping does not improve I/O for applications that
perform intensive sequential writes. To maintain the integrity of a
database, the application might perform a series of writes to a log
file before updating the data file.

A disadvantage of software disk striping is greater vulnerability to
failure: if one disk fails, the entire virtual disk becomes
inaccessible. Of course, you can always software mirror the striped
disk.

Software disk striping is different from hardware disk-array
striping. For information on hardware disk-array striping, see the
disk-array storage system documentation.

Requirements and recommendations for striped virtual disk are as
follows.

The virtual disk consists of multiple pieces that must be the same
size.

For best performance, put each piece on a different disk drive, or
better yet, disk controller.

You can set up a virtual disk for striping only when you create it;
that is, you cannot modify an existing virtual disk to allow striping.

The stripe size must be an even divisor of the piece size.

For example, possible stripe sizes for a 400-block partition are 2, 4,
5, 8, 16, 25, 50, 100, and 200. Put another way, the size of a piece
must be a multiple of the stripe size — 400 blocks is a multiple of
possible stripe sizes 2, 4, 5, 8, 16, 25, 50, 100, and 200. If you
intend to put DG/UX file systems on the virtual disks, for maximum
performance, set the stripe size to be a multiple of the data element
size. The default data element size is 16 blocks. See the mkfs(1M)
manual page for more help on selecting a stripe size.

If you are not creating a DG/UX file system on each component,
select a stripe size that would be most beneficial for the application.
A suitable stripe size is generally a multiple of the size of the
average reads and writes that the application issues. Good choices
for stripe size are 16, 32, and 64, for example.

IMPORTANT:
([ ]
[ ]
[ ]
[ J
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You cannot change the size of a striped virtual disk after creating it,
for example, by shrinking or expanding.

You cannot stripe virtual disks that contain the operating system —
root, usr, and swap.

To implement software data striping, you need to create the virtual
disk with this purpose in mind. Once you have created the striped
virtual disk and its file system, striping is transparent to your
applications. You use and manage the striped file system just like
any other file system. The only difference is that you cannot change
the size of a striped virtual disk; you cannot expand or shrink it.

The system implements striping by placing consecutive file
elements in the file system so that they alternate from one partition
of the virtual disk to the next. The system will place the first data
element in the first partition, the second data element in the second
partition, and the third data element in the third partition, and so
on. The performance advantage results not only because you have
distributed the I/O load across three disks, but also because you are
using the hardware’s read-ahead implementation to get the next
element on that disk, even before you have explicitly requested it.

If your application does not appear suited to striping, do not
attempt to implement striping: striping can have a negative impact
on performance for inappropriate applications.
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Completing the disk planning worksheets

You are now ready to plan your disk resources by answering these
questions.

What are the DG/UX disk drive device names?
What is the capacity of each disk drive?
What name do I want to give each virtual disk?

On the DG/UX directory structure, where do I mount each local file
system associated with each virtual disk I have created?

Will there be any software striped virtual disks or aggregations
(virtual disks with two or more virtual disks) and how large will
each virtual disk be? If a virtual disk is striped, what is its stripe
size?

Do I have any pre-existing file systems (e.g., CD-ROM or DOS
diskettes) to mount? Do I want to capture memory and use it as a
file system?

Do I want to mount any remote file systems? If so, where are they
remotely located? Where will I mount them on the local system?

If you don’t care which physical disk holds a virtual disk, you can
specify space alone and have sysadm choose the physical disk. You
cannot do this for a striped virtual disk. For any virtual disk for
which you plan to let sysadm choose the physical disk(s), write
“n/a” in the physical disk specification box in the worksheet.

For the size of a virtual disk, you may choose all space remaining on
the physical disk. Sysadm will display this number when you
create the virtual disk and you can enter it then. For each such
disk, wait until you create the disk to enter the size of the virtual
disk in the worksheet (see Chapter 7 for information on creating a
virtual disk).

Virtual disk planning

Figure 4-5 shows a sample virtual disk planning worksheet. The
sample entries appear in italic typeface. Blank worksheets are
provided in Appendix C.

The sample system has two physical disks: sd(cisc(0),0,0) and
sd(dgsc(0),1,0)

093-701136-00
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Sample Worksheet
Virtual Disk Layout Worksheet
Drive Name Drive Name
sd(cisc(0),0,0) sd(cisc(0),1,0)
1,200 Mbytes 4,800 Mbytes
Virtual Mount
Disk Point Striped | Sizein Size in Size in
Name Directory ? | blocks | piece | Blocks | Piece | Blocks
swap NA 1 72,000
root / 1 40,000
usr lusr 1 300,000
usr_opt_X11 {usr/opt/ 1 140,000
X11
usr_opt [usr/opt/ 1 50,000
_networker networker
var_opt [var/opt/ 1 5,000
_networker networker
usr_opt_xdt [usr/opt/xdt 1 60,000
pdd /pdd 1 200,000
usr_opt_pkg [usr/opt/pkg 1 200,000
database_db /database /db 1 5,000,000
home /database 1 160,000
/home
usr_opt._ [usr/opt V 16 1 40,000 2 40,000
fredware [fredware
usr_opt_ [usr/opt 17 32 1 20,000 2 20,000
trackingsys [trackingsys
Total Used 1,127,000 5,220,000
Total Capacity 2,457,600 9,830,400
Free Space 1,383,600 4,525,400
Figure 4-5 Sample virtual disk planning worksheet
1 Mbyte = 2,048 blocks.
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Local file systems

Figure 4-6 is a sample worksheet for the file systems and mount
points shown in Figure 4-2. Again, sample entries appear in italic
typeface. Blank worksheets are provided in Appendix C.

Sample Worksheet
Local Existing Layout Worksheet

Device Device Local
Type Name Mount Point
DOS diskette sd(insc(0),5) ’ /usr/opt/floppy

CD-ROM sd(insc(0),3) [ usr [opt [ docbrowser

Figure 4-6 Sample local file system planning worksheet

Remote file systems

Figure 4-7 is a sample worksheet for the remote hosts and mount
points shown in Figure 4-3. Again, sample entries appear in italic
typeface. Blank worksheets are provided in Appendix C.

Sample Worksheet
Remote Pre-Existing Layout Worksheet
Remote Remote Local

Hostname Mount Point Mount Point
dot /pdd[sam [image d /pics/image
oz /pdd [ notes /pdd [ notes
kansas /pdd | otis | papers /pdd/conf/papers
toto /pdd /spleen [games /pdd [spleen |games

Figure 4-7 Sample remote file system planning worksheet

End of Chapter
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Advanced planning:
organizing virtual disks into
mirrors and caches

The previous chapter introduced simple methods for organizing
your disk space into virtual disks and file systems. This chapter
offers two advanced methods for disk storage: mirroring and
caching. Use the Worksheets at the end of the chapter for
recording mirroring and caching configurations.

Software disk mirroring

A software disk mirror offers high availability through redundant
images. A mirror comprises up to three virtual disks that are
identical images of each other: they all contain the same data.

Software disk mirroring is different from hardware disk mirroring
as provided by a disk array RAID-1 mirrored pair. For information
on hardware disk mirroring, see the 014-series manual supplied
with the storage-system hardware.

Mirrored virtual disks include these benefits:

Data availability

If the disk that holds an image fails, the DG/UX system
automatically sends all read and write operations to another image
until you repair or replace the failing disk. As long as one virtual
disk in the mirror remains functional, users experience no
interruption in service.

Data integrity
With multiple identical images of your data, you greatly reduce the

risk of losing data due to hardware failure on one drive.

Performance

Mirrored virtual disks whose images lie on different physical disks

offer increased throughput in environments where multiple
concurrently running applications perform intensive reads of the

mirror. This benefit arises because the system can use the images of
the mirror as individual virtual disks during concurrent read

operations, using one image to satisfy one read request while using
another image to satisfy a different read request. Thus, the mirror
distributes the /O activity across multiple disk drives.

While a single running application will not exhibit increased

performance, the system overall will show an improved
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Figure 5-1

performance. This benefit does not occur in environments where
only one running application reads the mirror at a time, nor does it

occur in environments where the images do not reside on different
physical disks.

A mirror appears as a virtual disk on the system, which you can
access the same as a virtual disk that is not mirrored. Figure 5-1
shows a typical mirrored virtual disk configuration.

Exported
Volume

Y

@ Mirror

Co3
T O O e

Typical mirrored virtual disk configuration

Named images appear in the /dev/dsk and /dev/rdsk directories,
but you may access them for read-only operations while they are
part of the mirror.

When a user or an application writes to a file on a mirrored virtual
disk, the system duplicates the write operation on each mirror
image. When a user or application performs a read operation on a
mirrored virtual disk, the system selects one of the images to satisfy
the read request.

If a read operation fails on one image, the system satisfies the read
request by reading from another image instead. If a bad block
caused the original failure, and the physical disk on which the
image resides has bad block mapping enabled, the system attempts
to repair it by replacing the bad block with a known good block and
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updating it with the correct data from a good block on another
image. If this repair operation succeeds, the image remains an
active member of the mirror. If the repair operation fails, however,
the system responds as to a failed write operation, described in the
next paragraph.

If a write to any image fails, the system marks the image as corrupt
and suspends further use of the image. If there are still functioning
images in the mirrored virtual disk, the system continues to serve
read and write requests to the mirror.

When an image becomes corrupt, the system issues a warning. An
example follows:

Oct 22 10:31:45 homer dg/ux: Warning: Image

'vdm (marge_image2, 2CC7EEQOE, 0C052A9D,0)  on mirror
'vdm (marge_mirror, 2CC7EE30,0C052A9D,0)’ has failed
(status = 77005171).

Probably, a second message will follow when the mirror attempts to
update the time stamps of both images, and gets a failure when
writing to the failed one.

Once an image becomes corrupt, the data in the image is
inconsistent with the data in the other images in the mirror: the
images are no longer identical. After you fix the problem and
restore the image to service, you then need to synchronize the
corrupted image with a known good image. The system then copies
the master image onto the out-of-sync image.

The system conducts synchronization without interrupting user
access to the mirror. The system handles any concurrent user access
to the mirror in a fashion that protects data integrity and keeps all
images up to date. Except for a possible effect on disk I/O
performance, users will not know that synchronization is occurring.

As part of rebooting activities, the system registers physical disks,
synchronizes mirror images, and logs a message using the syslog
error logging facility. The message is from the kern facility and is
level warning. If synchronization fails, the system logs a kern.err
message, which by default goes to the system console and to
/usr/adm/messages.

Subsequently, when the mirror attempts to update the time stamp
of both images, it gets a failure when writing to the failed one.
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Considerations for mirrored virtual disks

Before you create a mirror, you need to decide several things:

How many images will the mirror include?

On which physical drives and controllers will you put the images?
How will you configure the virtual disks for each image?

How many images must be available before mounting the mirror?

Will the system synchronize images (as needed) at every boot? How
quickly should the system perform the synchronization?

How many images?

In deciding how many images will make up the mirror, you need to
consider the tradeoff between availability and cost. A mirror
comprising three images provides higher availability of data: the
mirror can withstand more individual image failures before it
becomes completely out of service. On the other hand, you can save
disk space by having only two images for the mirror. To make a
three-image mirror that has the effective size of 300 Mbytes, you
need to create three 300-Mbyte virtual disks, making a total
resource cost of 900 Mbytes.

Where should you put them?

As you consider which physical drives and controllers will hold your
mirror images, you encounter a similar tradeoff between data
availability and resource expense. Ideally, you want each image to
reside on a different physical disk attached to a different hardware
controller. By isolating the images this way, you insulate them from
each other’s possible hardware failures. Consider, for example, a
three-image mirror where all the images are on the same physical
disk. If the disk or disk controller fails, the entire mirror becomes
inaccessible until you can repair the disk and restore the data from
backup. Obviously, placing each image on a different physical disk
is the wisest configuration. The same principle applies to the disks’
hardware controllers. If the images are all on different disks, but
the disks all depend on the same controller, you risk losing the
entire mirror if the controller fails.

For example, you could create three identically sized virtual disk
images to form a mirror virtual disk that occupies 2,400,000 blocks,
provides 800,000 blocks of storage capacity, and spans three
different disk controllers. Its arrangement follows:
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Software disk mirroring

Virtual Disk Physical Size
Image Device (in blocks)
10f3 sd(ncsc(0),0,0) 800,000
20f3 sd(ncsc(0),1,0) 800,000
30f3 sd(ncsc(0),2,0) 800,000
TOTAL 2,400,000

What kind of virtual disks should you create?

After you decide on the number and location of the images, you
need to make the decisions that are pertinent any time you create a
virtual disk. The only requirement for mirroring is that all virtual
disks be the same size. The names of the virtual disks and the
number and placement of any virtual disk pieces, however, are
completely up to you.

What minimum number of images do you require?

You need to decide how many images must be available before you
can mount the mirror and make it accessible to users. This question
is just another way of asking how many corrupt images you will
tolerate.

The data in a mirror image can be in either of three states:

completely good
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