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Preface

This is a revision of an existing manual. Technical changes from the previous version
are marked by vertical revision bars in the outside margin next to the change.

This manual describes how to write your own device driver for a DG/UX™ system

running on an AViiON™ machine. Under the AViiON architecture, drivers can be
written at two levels: an adapter driver and a device driver for devices connected to
an adapter or for units on a controller. This manual addresses both levels of driver.

Who Should Read This Manual?

Users of this document should be generally knowledgeable about operating system
design topics such as virtual memory, synchronization, mutual exclusion, locking, and
interrupts. They should also be familiar with how multiprocessor hardware can affect
these topics. In particular, driver writers should be familiar with the following:

e The AViiON machines, including their I/O architecture and the Motorola
88000 processor. The I/O architecture includes the Small Computer System
Interface (SCSI) and the Motorola VMEbus. References for these topics are
listed in the "Related Documents" section of this Preface, under the section
"Other Documents."”

Readers should also be familiar with general I/O topics such as memory-
mapped I/0, interrupt masking, and device masking. Readers should also
understand a multiprocessor environment.

e The DG/UX user-level I/O model. This model uses six basic I/O system
calls: open, close, read, write, ioctl, and select, which are described in the
Programmer’s Reference for the DG/UX™ System (Volume 1).

Readers should also be familiar with the standard UNIX® concept of
character special devices, block special devices, and the difference between
the two.

e The C programming language, because the interfaces presented in this
document are written in C.

We also assume that you have a good understanding of the hardware device or

pseudodevice for which you are writing the driver. You must know how your device
should behave when it is the target of one of the user-level I/O system calls.
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Manual Organization

Manual Organization

The manual is organized as follows:

Chapter 1 briefly describes the process of writing a driver and gives
an overview of the driver environment.

Chapter 2 describes how to add a driver to the DG/UX system.
This chapter also shows you how to configure your
device into the system.

Chapter 3 summarizes the functions that a driver must supply to
the kernel and also facilities that the kernel supplies to
drivers. The chapter also discusses include files and
major driver data structures.

Chapter 4 describes in detail the functions, constants, and data
structures you must supply for your driver. It also
describes the interface for both adapter and device
drivers.

Chapter 5§ describes how device drivers access their adapter
driver’s routines via a set of generic adapter manager
routines. Using the generic adapter manager routines
allows device driver code to work with any and all
adapter drivers.

Chapter 6 describes DG/UX routines that relate to process
management and timing. It describes routines that
handle eventcounters, signals, and clock operations.
Also included are descriptions of locking routines.

Chapter 7 describes DG/UX routines that relate to memory and
data management. It describes routines for allocating
and releasing memory, verifying pointers, and
manipulating buffer vectors.

Chapter 8 describes routines used for general driver functions. It
describes routines used for error handling, device
configuration, driver messaging, and accessing device
selection tables.

Appendix A provides a sample device driver, including its C code,
and master and system file entries.
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Manual Organization

Appendix B provides a sample adapter driver, including its C code,
and master and system file entries.

Appendix C lists standard peripherals and their default device codes,
interrupt levels, and memory-mapped /O addresses.

Appendix D provides a short glossary of terms related to writing a
device driver.

Documentation Set  provides a complete list of available Data General
hardware and software documentation relevant to the
DG/UX system.

Related Documents

The following manuals and papers provide information that you may find useful. The
first group lists Data General manuals, which can be ordered using the nine-digit
ordering number shown in parentheses (see TIPS information in back of manual for
ordering instructions). The second group lists manuals and papers available from
other organizations. To obtain 2 document from another organization, contact that
organization directly.

Data General Hardware Manuals

AViiON™ 5000 and 6000 Series Systems: Programming System Control and 1I/0
Registers (014-001805)

Describes the system board architecture, including the CPU, memory

registers, I/O address decode, and bus arbitration. Discusses how to

program the system board registers for addressing, interrupts, I/O and
system board control and status.

AViiON™ 300 and 400 Series Stations: Programming System Control and 1I/O Registers
(014-001800)

Describes the workstation architecture and exp;lains how to program the
system control logic, monochrome and color graphics controller
subsystems, keyboard port, mouse port, serial and parallel ports, LAN
interface, and SCSI port.

MC88100 User’s Manual, Reduced Instruction Set Computer (RISC) (014-001809)
Describes the Motorola 88100 Central Processing Unit (CPU), including
the registers, addressing modes, internal and bus timing, and assembly-

language instruction set. This section lists the coduments currently
available for the AViiON 400 series stations.
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Relatéd Documents

MC88200 User’s Manual, Cache/Memory Management Unit (CMMU) (014-001808)

Describes the Motorola 88200 Cache/Memory Management Unit (CMMU),
including the CMMU registers, the cache and cache coherency, memory
management and user/supervisor space, the Processor bus (Pbus), and the
Memory bus (Mbus).

Data General Software Manuals
Installing and Managing the DG/UX™ System (093-701052)

Shows how to install and manage the DG/UX operating system on
AVIiiON hosts that will run as stand-alone, server, or client systems.
Aimed at system administrators who are familiar with the UNIX operating
system.

Programmer’s Reference for the DG/UX™ System (093-701055 and 093-701056)

Alphabetical listing of manual pages for programming commands on the
DG/UX system. This two-volume set includes information on system
calls, file formats, subroutines, and libraries.

A complete list of the manuals contained in the DG/UX documentation set is
provided at the back of this manual, in front of the TIPS information.

Other Organizations’ Documents

American National Standard for Information Systems: Small Computer System
Interface (SCSI), ANSI X3.131-1986, American National Standards Institute, New
York, NY.

The VMEbus Specification, (Revision C.1, Oct. 1985), Motorola Ccrporation,
Phoenix, AZ.

The primary method of synchronization provided by the kernel is eventcounters and
sequencers. These were first described in the paper: "Synchronization with
Eventcounts and Sequencers," David P. Reed and Rajendra K Kanodia, Proceedings
of the Sixth Symposium on Operating System Principles, Purdue University, West
Lafayette, IN, November 1977. They are also described in: "Synchronization with
Eventcounts and Sequencers,” David P. Reed and Rajendra K. Kanodia,
Communications of the ACM, Vol. 22, Number 2, February 1979, pp. 115-123.
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Readers, Please Note

Readers, Please Note

Data General manuals use certain symbols and styles of type to indicate different
meanings. The Data General symbol and typeface conventions used in this manual
are defined in the following list. You should familiarize yourself with these
conventions before reading the manual.

This manual also presumes the following meanings for the terms "command line,"
"format line," and "syntax line." A command line is an example of a command string
that you should type verbatim; it is preceded by a system prompt and is followed by a
delimiter such as the curved arrow symbol for the New Line key. A format line
shows how to structure a command; it shows the variables that must be supplied and
the available options. A syntax line is a fragment of program code that shows how to
use a particular routine; some syntax lines contain variables.

Convention Meaning

boldface All DG/UX commands, system calls, pathnames, names of
files, directories, and manual pages also use this typeface.

constant width Syntax lines and examples of code use this font.
monospace
italic Represents variables for which you supply values; for

example, arguments to routines.

In text, italics are also used to emphasize a term that is used
for the first time.

Contacting Data General

Data General wants to assist you in any way it can to help you use its products. Please
feel free to contact the company as outlined below.

Manuals

If you require additional manuals, please use the enclosed TIPS order form (USA
only) or contact your local Data General sales representative.

If you have comments on this manual, please use the prepaid Comment Form that
appears at the back. We want to know what you like and dislike about this manual.
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Contacting Data General

Telephone Assistance

If you are unable to solve a problem using any manual you received with your system,
and you are within the United States or Canada, contact the Data General Service
Center by calling 1-800-DG-HELPS for toll-free telephone support. The center will
put you in touch with a member of Data General’s telephone assistance staff who can
answer your questions.

Free telephone assistance is available with your warranty and with most Data General
service options. Lines are open from 8:30 a.m. to 8:30 p.m., Eastern Time, Monday
through Friday.

For telephone assistance outside the United States or Canada, ask your Data General
sales representative for the appropriate telephone number.

End of Preface
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Chapter 1
Introduction to Writing a Device
Driver

This manual contains information you need to integrate a device driver into the -
DG/UX kernel. It details the rules and interfaces that affect the relationship between
the driver and the kernel. It describes when routines in the driver will be called, what
assumptions they must take into account, and what actions they must take. It also
describes kernel routines that the driver may call.

Introduction

This chapter provides a general overview of the DG/UX operating system
environment in which your device driver will reside. This chapter focuses on
hardware architectural issues and relevant facets of the kernel environment.

We assume that you have a working knowledge of Data General hardware and
software architecture. If you are not familiar with these topics, or if you need more
information, please refer to the manuals listed in the Preface, in the section called
"Related Documents."

You may write a device driver for either a hardware device or for a software virtual
device (called a pseudo-device). Much of this manual applies to both types of

devices. However, for pseudo-devices, information about the I/0O architecture does
not apply.

Changes to This Release of the Manual

The following list summarizes the changes documented in this release of the manual:
In Chapter 2:

Corrections to the compile command line are given in the "Rebuilding and
Rebooting the System” section.

In Chapter 3:

A note cautioning users to initialize their data has been removed. Enhancements
to the 4.30 linker (1d) now make sure that data goes to the correct section of the
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Changes to This Release of the Manual

program area regardless of whether or not it has been initialized.

The "Driver Daemon" section has been revised and renamed to include the new
Generic Daemon that handles I/O completion routines that may pend during
processing.

The "Error Reporting Facilities" section has been rewritten to clarify new error
reporting facilities.

In Chapter 4:

The dev_xxx_configure routine has a clarification regarding verification of the
name string parameter.

The dev_xxx_service_interrupt routine has a clarification regarcling use of the
driver and generic daemons to pass information to other processes.

Corrections and clarifications have been made to parameters in the dev_xxx_ioctl
routine.

Minor changes have been made to the io_driver_routines_vector_type
dev_adapter_request_block_type structure, the DEV_SCSI_REQUEST_FLAGS
literals, the dev_adapter_physical_request_blk_type structure, and the
sense_bytes field of the dev_scsi_adapter_unit_options_block_type structure.
Note also the change to the version field of io_driver_routines_vector_type.

Dummy interfaces have been added for the dev_xxx_read_dump,
dev_xxx_mmap, dev_xxx_munmap, and dev_xxx_maddmap operations that will
be supported in an upcoming release.

In Chapter 5:

The dev_scsi_adapter_configure routine has a parameter change.

A restriction of data transfers to even numbers of bytes with buffers starting on
even byte boundaries are noted for the dev_scsi_adapter_issue_command,
dev_scsi_adapter_issue_async_command, and
dev_scsi_adapter_issue_command_physical_mode routines.

A parameter has been changed in the dev_scsi_adapter_get_device_info routine.

In Chapter 6:

Clarifications have been added to the "Clock Routines" section on synchronous
versus asynchronous use of the clock.

In Chapter 8:

1-2
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Changes to This Release of the Manual

Minor changes have been made to the io_add_to_register_list,
io_check_device_spec, and io_parse_device_spec routines.

Two new routines, io_forget_device_spec ("Configuration Routines" section) and
io_err_log_error ("Error Encoding and Logging Routines" section) have been
added. .

Two routines for handling the Generic Daemon have been added. These
routines, io_queue_message_to_generic_demon and
io_specify_max_demon_messages, are in the "Driver Daemon and Generic
Daemon Routines" section.

Nodevice stubs have been added, io_nodevice_read_dump and
io_nodevice_maddmap ("Nodevice Routine Stubs" section). routines.

In Appendixes A and B:
New sample drivers have been provided.
In Appendix C:

A note on mapping logical A24 and A32 address space to a physical address has
been added.

The 4.30 driver interface represents the stable base interface for device drivers on the
DG/UX system. New interfaces, notably the dev_xxx_read_dump, dev_xxx_mmap,
dev_xxx_munmap, and dev_xxx_maddmap interfaces, will be added in a upcoming
release, but currently defined interfaces are intended to be final.

NOTE: In order to expand discussion on basic kernel programming topics, this
manual is scheduled to be restructured into two manuals. The new manuals,
Programming in the DG/UX™ Kernel-Level Environment and Writing a Device
Driver for the DG/UX™ System, will be available in the August 1990 time-
frame.

Overview of Architectural Issues

This manual applies to drivers for all AViiON series machines (both workstations and
systems) that are running the DG/UX operating system. In order to make drivers
independent of the architecture of the different AViiON series machines, the DG/UX
kernel handles most architecture dependencies itself. However, there are
architectural features common to all AViiON machines that are part of your driver’s
environment. This section discusses these common features as well as certain kernel
facilities that help your driver stay architecture-independent.

Throughout this manual we will refer to all AViiON series machines simply as
AViiON machines.
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Memory-Mapped I/0

On AViiON machines, drivers access their devices via memory-mapped I/O. This
means you will read and write to a specific area of memory that is dedicated to your
device. With memory-mapped I/O, assembly language programming becomes
unnecessary because you can access your device using simple memory reference
instructions.

For most devices, you set the device’s memory-mapped I/O address by setting
jumpers on the device itself. For devices it supplies, Data General pre-assigns and
jumpers the memory-mapped I/O addresses according to the manufacturer’s default
address (that is, the address set at the factory). However, if you add a non-standard
device or a second instance of a standard device, you will have to jumper the /O
address on your hardware. More importantly, you will have to choose an address that
is not already used by another device. Appendix C shows conventions and
restrictions for choosing a memory-mapped I/O address. Appendix C also lists
standard devices and their default addresses.

I/0 Architecture: Controllers, Adapters, and Devices

For purposes of writing device drivers, the DG/UX kernel defines three major types
(or levels) of peripheral devices: controllers, adapters and devices. Your device’s
peripheral level affects the type of driver you will write. This section discusses these
structures and their implications for device drivers.

For the rest of this manual, we will use these terms in specific ways, with specific
implications. The following list defines the terms as we will use them.

e The term adapter refers to an I/O device designed to manage an independent
secondary bus. An adapter converts signals from the primary system bus to
the secondary bus and serves as a conduit between the CPU and devices
attached to the secondary bus. An adapter can interrupt the CPU directly.
An SCSI adapter supporting an SCSI bus with SCSI devices is an example
of an adapter.

e The term controller refers to an I/O device designed to manage several lower
level peripherals, all of the same type. It controls them directly not via an
independent bus. Like adapter, controllers directly interrupt the CPU. A
line controller supporting several asynchronous I/O lines is an example of a
controller.

e The term device refers to the lower level peripherals attached to either
controllers or adapters. These lower level devices do not interrupt the CPU
directly.

For the most part, devices off controllers are simply considered to be sub-units of the

controller. On the other hand, devices off adapters (that is off a secondary
independent bus) are considered to have a degree of independence from the adapter.
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Drivers for the different levels of peripherals are designed to address the different
functions at each level.

Adapter, Controller, and Device Layouts on Different Machines

The definitions of adapter, controller and device apply across AViiON machines.
However, on a particular machine, the layout of the different peripheral levels will
vary with the I/O architecture. For example, Figure 1-1 and Figure 1-2 show
adapters, controllers and devices on the AViiON 5000 series systems and the
AViiON 300 series stations, respectively. Throughout this manual, we will use the
AViiON 5000 series systems and the AViiON 300 series stations to provide concrete
examples of adapters, controllers, and devices under different I/0O architectures.

NOTE: Throughout this manual we will refer to AViiON 5000 series machines as
AViiON systems, and to AViiON 300 series machines as AViiON stations.

VME
Bus
internal VME ESDI Disk
Bus Controller
(ESD! Disk)
ESDI Disk
SCSI! Bus
CPU
SCSI Disk
SCSli
Adapter
SCSI Tape
SCSI *foo’

System Board
Figure 1-1 Diagram of the AViiON System I/O Architecture
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Internal
Bus
SCSI Bus
SCSI Disk
SCsl
CPU Adapter
SCSI Tape
SCSI ’foo’

System Board

Figure 1-2 Diagram of the AViiON Station I/O Architecture

Both the AViiON system and the AViiON station support SCSI adapters, but their
positions in the two architectures are different. In particular, note the layout of the
I/0 buses and where the SCSI adapters are attached on the two machines. The
AViiON station uses an integrated I/0 bus with a single SCSI adapter attached to
that integrated bus. The AViiON system has an integrated bus on the system board,
but it also has a VMEbus as the primary external I/O bus. On the AViiON system,
SCSI adapters attach to the VMEbus.

You need to know how your adapter/controller is attached on your target system
because architectural differences affect how your driver retrieves interrupts and the
interrupt device class to which it is assigned. For example, the I/O bus to which an
adapter is attached defines its device class. Thus, on the AViiON station, the SCSI
adapter is an integrated device, while on the AViiON system the SCSI adapter is a
VME device. We discuss these issues in the "Interrupt Structure" section of this
chapter. The next section describes the different kinds of drivers on the DG/UX
system.

Adapter Drivers and Device Drivers

The DG/UX system supports two different types of drivers: adapter drivers and
device drivers. This section explains the basics of these two types of driver. We use
SCSI peripherals as an example of adapter driver/device driver issues.

Portability of driver code is one of the DG/UX kernel’s major goals. Therefore,
whenever possible, manufacturer-specific operations are separated off from
manufacturer-independent operations. This means part of the code will be fully
portable and part will be manufacturer-specific. Such separation is particularly
possible when an interface is defined by a standard such as is the case with SCSI I/O.
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For example, all SCSI devices off an SCSI bus follow the SCSI standard and thus are
manufacturer-independent. However, operation of each SCSI adapter is not
standard-defined, so different manufacturers’ SCSI adapters use different command
codes and sequences. From a driver’s perspective, all SCSI disks operate the same
way regardless of their manufacturer, but one has to go through a manufacturer-
specific adapter interface to operate them. In order to maximize the amount of
portable code, the DG/UX system puts manufacturer-specific SCSI adapter functions
into one driver (an adapter driver). This leaves the manufacturer-independent
functions as a fully portable driver. Thus, one SCSI disk driver (the sd device driver)
works for disks on any supported SCSI adapter.

Separation of manufacturer-specific and manufacturer-independent code is not useful
with controllers because their devices are essentially sub-units of the controller.
Hence, the controller and all its devices are handled by a single driver. This driver
accesses the controller and specifies which unit off the controller it wants to address.
Thus, controller drivers are usually specific to a particular manufacturer. For
example, the cied driver works only for Ciprico ESDI disk controllers.

The adapter drivers and device drivers both consist of a set of externally callable
routines. All drivers supply a set of 15 basic I/O routines including configure, open,
close, read, write etc. (see Chapter 3). Drivers that supply only these basic routines
are called device drivers. In addition to these 15 basic driver routines, adapter
drivers have an additional set of adapter routines.

SCSI adapter drivers and SCSI device drivers form a paired system. The kernel
passes all user I/O requests to the SCSI device driver (for example, the SCSI tape
driver st or the SCSI disk driver sd). The SCSI device driver in turn issues a request
to the SCSI adapter driver, which accesses the physical device and returns the results
to the device driver.

Generally, the kernel interfaces to the SCSI device driver, which in turn interfaces to
the SCSI adapter driver. The main exception to this rule concerns interrupts. SCSI
adapters interrupt the host, but SCSI devices do not. Therefore, it is the SCSI
adapter driver that needs to service interrupts. The adapter driver must interface to
the kernel in order to receive its interrupts.

NOTE: The kernel may also invoke the adapter driver in response to other system
needs. For example, the kernel may invoke the adapter driver’s configure
routine or its open dump routine. However, because user-level I/O goes to
the device driver, most of the adapter driver’s basic routines may be left as
stubs. For example, adapters will not generally need a read routine. Chapter
3 lists the basic driver routines that the adapter driver must supply (that is,
cannot leave as stubs).
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Figure 1-3 shows how the different drivers interface to each other and to the
hardware.

User
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Figure 1-3 The Adapter/Kernel and Device/Adapter Interfaces

Throughout the rest of this manual we will use device driver to refer to drivers that
provide only the standard set of routines. Thus, both VME controller/unit drivers
and SCSI device drivers will be called device drivers. The term adapter driver will
refer to drivers with the additional adapter routines (which means only those drivers
intended for managing an adapter).

The Adapter Manager

The driver interface has one more major component that must be mentioned. We’ve
seen that driver portability is a major focus under the DG/UX kernel. We've also
seen that SCSI adapter drivers are specific to a particular manufacturer’s adapter
whereas SCSI device driver’s are not. Therefore, if an SCSI device driver is to work
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with all adapter drivers, it must not have calls to a specific adapter driver in its code.
To eliminate this problem, the kernel provides a generic "adapter manager” that
routes device driver calls to the appropriate adapter driver. Thus, the device driver
calls a generic adapter routine (in the kernel’s adapter manager), passing a parameter
that indicates the adapter driver for which the call is intended. The generic adapter
routine decodes the parameter and passes the call on to the actual adapter driver.
We discuss the adapter manager routines in Chapter 5.

Do You Have to Write a New Driver?

The DG/UX system provides full System V and BSD functionality with a kernel that
supports fully symmetric multiprocessing as well as other enhancements. The
DG/UX kernel requires all drivers to conform to a set of standard interfaces. Only
drivers that follow the DG/UX interface specifications will run under the DG/UX
system.

If you buy an SCSI adapter, SCSI device, or VME controller, the hardware is likely
to be compatible (see Appendix C for a list of compatibility specifications).
Nevertheless, software drivers written for System V or BSD will not run under the
DG/UX kernel. However, this does not necessarily mean that you will have to write
a new device driver for your hardware.

As we have seen, SCSI device drivers work for all SCSI adapters, and the DG/UX
system supplies SCSI device drivers for a number of standard devices. For example,
the DG/UX SCSI disk driver, sd, and the SCSI tape driver, st, work with disks or
tapes that adhere to the basic Common Command Set plus several non-mandatory
Common Command Set commands (Appendix C lists these additional commands).
If you are adding a new device of the same family as an existing Data General-
supplied device driver, chances are you will be able to use the supplied device driver.
If you add a new type of SCSI adapter you will probably need to write an SCSI
adapter driver for it. On the other hand, you can use the existing Data General-
supplied device drivers with your new adapter driver.

In general, you will only need to write an SCSI driver: 1) if you add an SCSI adapter
of a type not already supported under the DG/UX system; or 2) if you add an SCSI
device of a type not already supported under the DG/UX system. You will need to
write a driver for a VME controller if you add a controller of a type not covered by
Data General-supplied drivers.

Interrupt Structure

Traditionally, a machine’s interrupt structure is a major cause of machine-
dependencies in device drivers. In order to make drivers machine-independent, the
DG/UX kernel hides most interrupt structure dependencies from the drivers.

Three closely related features allow drivers to remain independent of most interrupt
structure dependencies. The first feature has to do with registering interrupt
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handlers. If your device generates interrupts, your driver will include an interrupt
handler that will service your device’s interrupts. When a device of your driver’s type
is configured into the system, the kernel will call your driver’s configuration routine,
which will in turn call a routine to register your interrupt handler with that device.
Once the handler is registered, whenever that particular device generates an interrupt,
the kernel will pass control to your driver’s handler.

Yet, for the kernel to pass control to the right interrupt handler, it must be able to
identify which interrupt comes from the particular device. Further, in order to be
machine-independent, the driver must be able to supply interrupt information using
kernel-supplied literals instead of machine-specific values. This leads to the second
machine-independent feature — a set of interrupt identifiers that can uniquely identify
devices both across machines and regardless of particular configurations within a
particular machine.

The kernel’s approach to creating a set of such unique identifiers requires that you
supply two parameters. One parameter gives the class of interrupts and the other
gives a unique device identifier within that class. Thus, to register your interrupt
handler, you must supply a device interrupt class, a device code, and a pointer to a
device information structure that identifies your interrupt handler.

The interrupt class and device code parameters are defined as follows:
¢ Interrupt (or Device) Class

The interrupt’s class is defined by the bus on which the device is located. If
the device is attached to a Data General proprietary bus integrated on the
system board or a bus expansion slot off the system board. it belongs to the
integrated class of device interrupts. If it is attached to any bus other than
these, the device class is defined by the particular bus. For example, the
AViiON 5000 series systems support an external VME-188 bus. All devices
on this VME bus would belong to the VMEbus class of device interrupts.
The kernel supplies an enumeration type that defines device class literals.
Use these literals to specify your device’s interrupt class. See Chapter 8 for
a discussion of the device class enumeration types.

Note: A device’s class is defined by the external bus to which it is attached
and which interrupts the CPU. Thus, if a device is attached to a
secondary bus serviced by an adapter, it is the adapter’s bus that
will define the device’s class because it is the adapter that will
interrupt the host CPU. For example, SCSI devices (those on an
SCSI bus) are serviced by an SCSI adapter. On an AViiON 5000
series system, the SCSI adapter will be attached to a VME bus.
Because only the adapter interrupts the CPU, the device class for
the SCSI devices and the SCSI adapter is VMEbus.

® Device Identifiers (or Device Codes)
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Unique device identifiers within a device class are called device codes.
Device code definitions vary with the device class.

For devices in the integrated class, the kernel supplies a set of literals for all
possible types of devices found in the integrated class. For example, you use
the literal UC_DUART_DEVICE_CODE to identify any integrated duart
device. Chapter 8 describes the device code literals for the integrated class
of devices.

For other device classes, the device code is generally defined by a unique
identifier jumpered on the board. For example, on the AViiON 5000 series
machines, controllers on the VME bus are jumpered to a particular vector
number. The bus passes this vector number to the CPU and, when the device
interrupts, it appears in the Interrupt Acknowledge register as the device
identifier. Appendix C describes conventions for the VMEbus class device
codes.

Note that your driver will be specific to a particular device class (for
example, integrated or VMEbus). Thus, you will need different drivers for
SCSI adapters in the integrated class (as on AViiON stations) and for SCSI
adapters in the VMEbus class (as on AViiON systems). Drivers dependency
on device class results from the fact that device codes are interpreted
differently in the different device interrupt classes.

When an interrupt occurs, the kernel will read the interrupt status register (IST) and
pass control to the registered interrupt service routine whose device code and device
class match the interrupt. Once it recieves cotrol, the interrupt service routine must
clear the interrupt if reading the IST did not clear it.

The final way the kernel helps you avoid architecture-specific code is by providing
interrupt handling routines that you can use to mask and unmask interrupts. Chapter
6 describes these routines.

The combination of registering interrupt handlers with interrupt identifiers and
kernel-supplied mask and unmask routines allow the bulk of your driver to be
architecture independent; it should run on any AViiON machine.

The Multiprocessor Environment

The DG/UX kernel is designed to operate symmetrically on one or more processors.
To do this, the kernel creates an abstraction of a physical processor called a virtual
processor (VP). By using a VP abstraction, the hardware implementation (actual
number of physical processors) can be made transparent to the higher levels of the
kernel. The actual physical processor is called a job processor (JP).

A given instance of the kernel will have a fixed number of VPs that is usually greater
than the number of physical processors but less than the number of processes wanting
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to execute. A two-level scheduling scheme is used to balance between processes, VPs,
and JPs. The lower level of scheduling multiplexes VPs onto physical processors so
that the VPs appear to be active entities that execute code. This short-term
scheduling is performed by the dispatcher. A higher level of scheduling multiplexes
processes onto VPs so that the processes may execute. This higher scheduling is
performed by the medium-term scheduler using the operations defined on VPs.

As you write your driver, keep in mind that it may be operating in a multiprocessor
environment. There are two important points about such an environment:

e Do not presume that the driver is the only process running at a given time.
Another process might be running on another processor and accessing
common memory. This means that synchronization and locking issues are
very important. The driver should protect (lock) access to critical data
structures because another process might seek access at the same time.
Chapter 6 describes the kernel routines that support synchronization and
locking operations.

e Driver code may be executed simultaneously on two or more different
processors. In particular, when a device interrupts on a multiprocessor
system, one of the processors is picked by the system to take the interrupt.
The driver has no control over which processor takes the interrupt. The
processor chosen for interrupts from a particular device may vary from
interrupt to interrupt. In addition, more than one processor can service an
interrupt at a time. As a result, it is possible for a controller to have two
interrupt requests serviced at the same time.

Finally, if you disable interrupts on a multiprocessor system, you do so only
for the processor that is currently running. The device may still interrupt on
another processor. As a result, base-level driver code cannot disable
interrupts to protect against collision with the driver’s own interrupt service
routine. Disabling interrupts on one processor does not guarantee that the
interrupt service routine will not access a structure at the same time on
another processor.

You can mask interrupts for the device. This prevents the device from

interrupting on all processors. Remember, however, that masking does not
guarantee that an interrupt is not already in progress.

How to Write a Device Driver

In this section, we describe the major steps involved in writing a device driver. These
steps are as follows:

1) Write I/0 routines for your device.

e The kernel requires that you supply a set of I/O routines for your
device. You supply these routines in a file called dev_xxx_driver.c,
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where xxx is a two- to eight-character device mnemonic identifying
your device. The mnemonic may be composed of digits and
uppercase and lowercase letters; it is case sensitive. The first
character must be a letter. This mnemonic is also used in the
master file entry described in Step 2.

The I/O routines you supply will include such routines as open,
close, read, and write. Throughout this manual, we refer to these
routines in the following way: dev_xxx_name. For example, the
read routine for the xdev driver would be dev_xdev_read. In this
book, we use xxx as a generic driver name. Thus, our generic
driver’s read routine will be dev_xxx_read.

DG/UX 1/O is device-independent, which means that all user-
supplied I/O routines conform to a specified interface with a
standard set of parameters. The kernel calls routines at the
appropriate times (for example, read when a read operation is
requested). The interface specifications for these routines are
discussed in Chapter 4.

e The DG/UX kernel contains many routines for system-level
operations that you can call from your driver. The operations
performed range from managing memory to handling signals to
interfacing with the driver daemon. Chapters 6 through 8 describe
these routines in detail.

2) Supply master file information describing your device driver.

The basic information about all devices is contained in files called master
files. You will need to make an entry in a master file to identify your device
to the kernel. We discuss master file entries in Chapter 2.

3) Supply system file information for each controller of your device type.

The system file supplies information linking master file information to
specific instances of devices in a particular configuration. Your driver
services all xxx type devices, and you may have more than one such device
on the system. For example, a system might have two cied type disks. One
driver services all cied disks. The system file will have an entry identifying
each disk of the cied type. We discuss system file entries in Chapter 2.

4) Rebuild and reboot the system.

After the entry has been placed in a master and system file, you can use the
standard system-generation procedures. The module or modules
implementing the new driver must be separately compiled and included on
the link line when the system image is linked. In Chapter 2, we describe
how to incorporate your driver in the system build.
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Overview of Device Driver Environment

This section describes a number of terms and concepts that are fundamental to
writing a driver on a DG/UX system. Also, because a device driver is an integral
part of the kernel, the driver must conform to the restrictions that apply to various
parts of the kernel. We discuss some of these restrictions in this section.

Device Specifications

All devices (controllers, adapters, and devices/units off controllers and adapters)
must also have a unique software descriptor called a device specification. You will
need to provide device specifications at various times; for example, for system file
entries, for various system utilities and at boot time.

The kernel uses device specifications to link specific devices with the appropriate
device driver. Specifically, the device specification for devices your driver will
service must begin with your driver’s device mnemonic.

The kernel passes the device specification string to the driver for interpretation.
Therefore, you could write your driver to use a device specification syntax different
from that used by drivers supplied with the DG/UX system. However, for
consistency and intelligibility, we recommend that you implement your device
specification like DG/UX drivers. You can use the io_parse_device_spec routine
(described in Chapter 8) to parse a device specification according to Data General’s
conventions.

DG/UX drivers use the following device specifications syntax:
device mnemonic [@device_code] ([parameters])
where:

device mnemonic is the two- to eight-letter mnemonic used to identify the
device driver for the device. The xxx code described in Chapter 2 is your
device mnemonic. Appendix C lists the device mnemonics for Data
General-supplied device and adapter drivers.

device code is a device identifier that uniquely identifies a physical device
within its interrupt class. For devices with device codes, you enter the
device code preceded by an @ (at) sign (for example, @18). Device codes
are defined within each specific device class. However, only devices that
directly interrupt the host have device codes. Devices that do not have
device codes (such as pseudo-devices or SCSI devices off SCSI adapters)
must omit the device code field in their device specification.
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parameters are values that provide additional information to the driver.
The parameters for the device specification depend on the type of device and
whether the device is a controller, adapter, or device (unit).

Controller/Adapter Parameters

The device specification for an adapter consists of the adapter’s name, its device
code, and a single parameter identifying which adapter is being addressed. The
device specification for a controller consists of the controller’s name, its device code,
a parameter identifying which controller is being addressed, and a second parameter
specifying which device off the controller is addressed (for example, unit #1 off the
controller).

For both controllers and adapters, the first parameter indicates which controller or
adapter is being addressed. For drivers supplied with the DG/UX system, you can
identify which controller/adapter is being addressed in either of two ways:

1) You can specify the controller/adapter by giving its base memory-mapped
/O address. For example, the first cied adapter would be cied(ffffef00) (the
cied mnemonic stands for Ciprico ESDI disk). Appendix C lists the base
addresses for drivers supplied with the DG/UX system.

2) If the controller/adapter is located at one of the standard base addresses for
a device of its type (see Appendix C), you can use the numbers zero (0) or
one (1) to indicate the first or second instance of this device. For example,
you can use cied(0) and cied(1) to specify the first and second cied
controllers. If you omit the first parameter, the driver should assume a value
of zero. Drivers supplied with the DG/UX system can deduce the base
address from this information.

NOTE: You cannot use this form if you are addressing a controller or adapter whose
base address is not a default (as shown in Appendix C).

SCSI Device Parameters

For SCSI devices, the first parameter indicates on which adapter the device is
located. You identify the adapter with its device specification as just described. For
example, device specification for the SCSI disk off the AViiON station integrated
SCSI adapter would be sd(insc(0),2).

The second parameter is the device’s SCSI ID. The SCSI ID is a bus identifier
jumpered on the device. A device’s SCSI ID must be unique on its adapter but not
across adapters. (Appendix C lists the default SCSI IDs for standard devices on the
DG/UX system.)

The device specification has a third parameter that you can use to specify a unit
number if the SCSI device is a controller with multiple units.
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NOTE: In device specification, device codes and base addresses are interpreted as
hexadecimal numbers. You must not precede them with "0x" as is
conventional in C language programming.

The following are valid device specifications:

cied() cied disk controller with all parameters assuming their default
values. (See Appendix C for a list of default values.)

cied(0,1) Drive 1 on cied disk controller 0.

cied@77 (fifff500,0) Drive O on the cied disk controller at the non-standard base
address Oxfffff500, with the non-standard device code 0x77.

sd(cisc(1),2) The SCSI disk at SCSI ID 2, reachable through SCSI adapter 1.
st(insc(0),2) The SCSI tape at SCSI ID 2, reachable through integrated SCSI
adapter.

sd(cisc@77(fffff500,0),2)
Disk drive 2 on the cisc SCSI adapter at the non-standard base
address Oxfffff500, with the non-standard device code 0x77.

Device specifications are described in more detail in Installing and Managing the
DG/UX™ System.

Special Files (Nodes)

A user accesses a specific unit of a specific device through a device special file, also
called a node. When you open a special file, you get a file descriptor that identifies
the specific unit. The user-level code will then use this file descripter to access the
device. Special files are stored in the /dev directory.

For example, a disk special file called node_name is located in /dev/dsk. To open
the device and get a file descriptor, the user program issues the following DG/UX
system call from a C program:

int £4;
fd = open ("/dev/dsk/node_name", O_RDWR)

The kernel returns a file descriptor into fd. The user will now use fd to access the
specific device. For example,

read (fd, Buffer, 20);

causes the kernel to read from the device identified by the special file node_name. fd
points to this file, and 20 is the number of bytes to be read into the memory area
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denoted by Buffer.

Users can create special files with re scripts and with the mknod(1) command.
However, at configuration time, the device driver’s dev_xxx_configure routine also
creates special files from device entries given in the system file. The driver usually
uses the system file entry (device specification) as the special file’s name. Thus,
many special files will have a device specification for a name. We describe the
interface for the dev_xxx_configure routine in Chapter 4.

The file descriptor identifies a special file for a specific device. The special file must
therefore describe that device. A special file represents the following information:

e Type of I/O interface — block or character
® The major number

® The minor number

® Access rights

The major number identifies a family of devices all serviced by the same device
driver. The kernel uses the major number as an index into a table of vectors
containing pointers to each driver’s I/O routines. When the kernel recieves a user
I/O request, it identifies the correct driver routine to call using the major number and
the driver’s I/O routines vector. We discuss how to supply a major number in
Chapter 2.

The minor number is used to identify a specific unit in a particular device class. The
driver dev_xxx_configure operation calls the kernel device number manager that
allocates minor numbers for each unit and links unit-specific information to the minor
number.

When a user opens a device, the kernel sends to the driver dev_xxx_open routine the
major and minor device numbers for the opened device. The dev_xxx_open routine
then calls the io_map_device_number routine to map the major and minor numbers
to unit-specific information.

The driver can use unused bits of the allocated minor number to hold additional
information about a unit. For example, tape devices use bits in the minor number to
specify density selection on a unit. Note that special-purpose bits must be masked
out before any interaction with the device number manager.

See Installing and Managing the DG/UX™ System for more information on special
files.
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Block Versus Character Interface

The DG/UX system supports two major types of I/O interfaces: block special
(buffered) and character special (raw). Depending on the device type, drivers can
support one or both interfaces.

The block special interface treats the device like a file. The kernel buffers input and
output to the device and controls when to do actual reading or writing. Information
that is read or written to a block device must pass through the kernel’s buffers. An
example of a block device is a buffered disk access.

The character interface treats the device as a raw device. The read or written
information is transferred directly to and from the user’s address space, bypassing the
kernel’s buffers. The device determines the correct block size and handles all data
transfers. An example of a character device is a terminal.

A driver may support either block and character access or character access only.
Most driver-supplied routines are the same for both types of access (for example, the
same dev_xxx_open routine serves both interfaces). The exception is that the
dev_xxx_start_io routine is used for block special access only.

Driver Execution

All device driver code executes as part of some user or system process running in the
kernel. A device driver has access to all of system memory and to all devices.
Kernel code is protected from write access so that access errors can be isolated more
quickly (note that this protection means a driver cannot use self-modifying code), but
no other protection is provided against a driver writing to kernel databases and/or
otherwise destroying the kernel internals.

Driver code executes on the kernel stack of the running process. The kernel stack is
of fixed size, so driver code must not nest calls too deeply. A system panic results if
a process’s kernel stack overflows. Panic codes are listed in a file in /usr/release;
your DG/UX system Release Notice discusses this file.

Because of its special status as part of the kernel, a device driver may not use the
standard C libraries or DG/UX system calls (described in Chapters 2 and 3 of the
Programmer’s Reference for the DG/UX™ System, Volume 1I).

Memory Management

Two types of kernel memory are visible to a device driver. Global kernel memory is
addressable by all processes in the system. Per-process kernel memory belongs to a
particular process and can be addressed by only that process.

You must use care in deciding whether to declare data structures in per-process
versus global kernel memory. For example, if you declare an argument to a call in
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per-process memory, and then your process completes, the argument will be deleted
with your process. Similarly, if you declare a structure in per-process memory, it will
not be accessible by interrupt-level code because the interrupt code runs on the
currently executing kernel process which has its own per-process memory. Thus,
some arguments to device driver calls may be in per-process mernory, while other
arguments should be restricted to global memory. Note that the user process’s kernel
stack is in per-process memory.

Logical addresses do not equal physical addresses in the kernel. The addresses may
be equal in some situations, but a device driver should not depend upon this.
Chapter 7 describes kernel functions that you can use to convert from a logical
address to a physical address.

Device driver code and static data reside in wired memory so that they can be
accessed from interrupt handlers.

Interrupts

Most device driver code executes with interrupts enabled. The driver should not
manipulate the state of the interrupt enable register unless absolutely necessary. If
the driver must change the interrupt state, it should use the kernel’s interrupt
enable/disable routines (described in Chapter 6).

If your device generates hardware interrupts, the driver must supply an interrupt
service routine (interrupt handler) to service those interrupts. The interrupt service
routine will run with all interrupts disabled on the current processor (interrupts on
other processors are not affected).

The interrupt service routine must operate in a severely restricted environment. It is
expected to quickly determine what action to take (usually advancing one or more
eventcounters) and then dismiss the interrupt. It must not pend or page fault. To
avoid page faults, the service routine should not reference unwired memory. It
should also avoid calls to routines that might pend or page fault. The kernel routines
described in Chapters 6 through 8 indicate whether or not they might pend or page
fault.

Interrupts do not nest in the DG/UX system, so each interrupt handler must quickly
finish its job and return to base level. Furthermore, interrupts are handled on the
kernel stack of the currently running process; no separate interrupt stack is used.
Therefore, the interrupt service routine must limit the amount of stack space used by
it and any procedure it calls.

For VME devices, reading the Interrupt Acknowledge register acknowledges the
interrupt, and on many devices (Release-on-acknowledge devices) this action also
clears the interrupt. However, some devices require additional action to clear the
interrupt. Consult the documentation for your device to see when and how your
device stops asserting interrupts.
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Clearing the interrupt frees the device to issue another interrupt. Because another
interrupt may be serviced by another processor, it may be handled before the first
interrupt service routine has completed.

Signals

Before a device driver waits for an indefinite amount of time for an 1/O operation to
complete (such as on a read of a user keyboard), it must prepare to receive a signal
by calling the appropriate kernel functions. If a signal should occur, the driver must
abort the operation and return an appropriate status.

For devices that do not normally require user intervention for an I/0 operation to
complete (such as a disk), signals do not have to be handled while waiting for the
device to respond. The device must, however, be timed out if it fails to respond
within a few seconds so that the calling process will not become hung indefinitely if
the device should lose power or otherwise fail.

Higher levels of the system are responsible for providing reasonable response to
signals. These higher levels may break large user requests into smaller driver-level
requests so that signals are not ignored for too long a time. For example, if a user
requests that 100 Mbytes be written to the disk, the driver may see only a succession
of 256 Kbyte requests. A device driver need not be concerned about the size of a
user’s request as long as it is making progress on the request and is not depending
upon some indefinite external event for continued progress.

End of Chapter
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Chapter 2
Adding Your Device Driver to
the DG/UX System

This chapter describes the information you will need to perform the following
operations:

® Add an entry for your device to a-master file.

® Add an entry to the system file for each new hardware device or virtual
device attached to your system.

e Rebuild the system and reboot with the new system image.
These operations correspond to steps 2, 3, and 4 of the steps listed in Chapter 1 for

adding a driver to your system. This chapter also describes ways in which you can
check whether you built your driver into the system properly.

Adding a Master File Entry

Master files are administrative files that contain default information for all supported
devices. These files hold information needed for the system configuration. Master
files are stored in the master.d directory. The main DG/UX master file is
master.d/dgux. You may want to list this file to clarify the master file entries
discussed in this chapter. Master files are discussed in the master(4) man page.

You must add an entry for the driver to a master file in master.d. The master file has
three sections to which you may want to add entries. The sections are as follows:

® Device section: holds descriptions of all devices.
® Keywords section: defines and sets all configurable parameters.
® Alias section: allows you to define aliases for master file device entries.

Within sections, entry lines consist of a number of fields separated by blanks or tabs.
Comment lines are preceded by a pound sign (#).

You must add a device description entry for your device in the device section of the
master file. You may also want to add a device alias (alias section) and/or
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configuration parameters (keyword section), depending upon your irnplementation
needs. We discuss these entries in the next section.

NOTE: All files listed in the master.d directory are included in the configuration
process. Therefore, do not keep old or backup copies of your master file in
master.d.

Device Descriptions: The Device Section Entry

For easy management, entries in the device description section of the master file are
grouped according to type of device. For example, all types of magnetic tape devices
are listed together. (Such grouping is helpful but not necessary.)

Each device description entry contains four fields. The following diagram shows
some sample master file device description entries. Lines that start with # are
comments.

#
# DISKS
#
# Maximum #
7 Name Major of units per Restricticn
£ Prefix Number(s) Controller Flags
-
#
cied 7 7 n
sd 6 7 n
2
xdev 10 4 n
3
2

The xdev entry above is a non-standard device we have added to the master file.
We’ll use this entry as an example to describe the fields in the device section.
Information is case sensitive.

xdev 10 4 n

xdev  entry name — This field identifies a family of devices, specifically, all
devices that use the same device driver. The entry name or name prefix is a
two- to eight-letter device mnemonic. It is also used as part of the
corresponding device driver’s name, in the device specification (the device
mnemonic field) and in corresponding system file entries. The device
mnemonic uses any characters that are valid for C language filenames.

[\
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10 major number — The kernel uses a device’s major number as an index into
its I/O routine table. Your major number can be any positive number that is
less than 255 and that is not already in use. It is a decimal number. To
choose a number, scan all master files for major numbers already allocated.
We recommend choosing the smallest possible number, as this will keep the
size of the table small.

4 maximum units per controller — This a decimal number that specifies the
maximum number of units a controller can support.

n restrictions flag — This flag signals configuration restrictions for this device.
The flags are specified as a string of characters with the following definitions
(these options are case sensitive):

Option Meaning

o Specifies that the driver will allow only one
device of this type to be configured. For
example, the system console is defined as
being the only device of its type.

r Indicates that the device is required and
will be placed in the system whether or not
the system file specifies it. If the device is
not specified, default values will be given
for device specification values.

s This option indicates that the device is a
STREAMS device.

n No restrictions apply. Choose this option
if you do not use any of the others listed
above.

z This device may be configured either

explicitly or implicitly as part of nested
declaration of another device. For
example, "st(insc()),4)" declares "insc()"
implicitly.

Parameters: The Keyword Section Entry

If you want to create a parameter for your driver code that can be set at system
configuration time, you will need to add an entry to both the master file and system
file. For example, the pseudoterminal driver has a variable giving the number of
pseudoterminals to be configured. Most device drivers will not use the keyword
section.
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The master file entry for a parameter should be placed in the keyword section. This
entry has four fields:

® The variable name. The variable name is used in the corresponding system
file entry.

® The default value for this variable. This value is used if you do not add a
corresponding system file entry to declare the variable’s actual value.

® The variable’s data type. If you don’t specify this field, the kernel uses long
integer for the data type.

e The implied value. This value is used if you add a system file entry but do
not give that entry a value. This field is optional and exists primarily to give
configuration flexibility for certain special devices such as the Network
Filesystem (ONC™/NFS®).

Some sample keyword section entries are shown below:

#

# Variable Default Implied
# Name Value Type Value

# _____________________________
#

cf_sc_nodename[] "no_node" char
cf_sci_daylight_savings_kind 1 uintl6é_type
physbuf 256 uintlé_type

To add a configurable parameter, you must add both a master and a system file entry.
The system file entry should be placed in the tunable parameters section (see the
system(4) man page). For example, to change the number of physical buffers (the
physbuf master file entry), add the the following system file entry:

physbuf 150
At configuration time, the config program combines the master and system entries to
produce the file conf.c. As a result of the system file entry shown above, conf.c will
contain a constant physbuf with an updated value of 150. After configuration, you
can check conf.c to see if your variable has been properly set.

You reference your variable as an external variable by inserting a line similar to the
following in your device driver: '

extern int physbuf;
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Master File Aliases: The Alias Section

The Alias section of the master file allows you to create aliases for your master file
entry name. You use such aliases in the system file entry to help distinguish between
different controllers of the same device. For example, the asynchronous controllers
can have 8 or 16 lines even though the same device driver and master file device
prefix are used. The asynchronous controller’s (syac) aliases might be as follows:

Alias Entry name

syac8 syac
syaclé syac

In the system file, specific 8line controllers can be referenced as follows:

syac8(1)

Adding a System File Entry

To configure the new device into the system, you must modify the system file. The
system file lists the physical devices or each instance of a pseudo-device that will be
configured into the system. It contains device configuration information, particularly
hardware I/O addresses. System file entries are described in the system(4) man page.

The system file contains two sections: the device selection section and the tunable
parameters section. We have already described how to add an entry to the tunable
parameters section to set a parameter defined in the master file (see "Parameters: The
Keyword Section”). As described, entries to this section are optional.

You must add entries to the device selection section for each physical device of your
driver’s device type. Use the device specification for this entry.

A typical set of device entries for our xdev device might be as follows:

xdev@72()
xdev@73 (££££6000,4)

Here, xdev is the entry name for the master file device description entry. The
number 72 is the device code for the first controller, and 73 is the device code of the
second controller of this particular class of device. The empty parentheses () in the
first entry indicate that the default parameters, including the default base address,
apply for this device. The second instance of the xdev device shows a non-standard
base address and a second parameter of four (4). The parameter’s meaning will be
specific to the driver’s implementation.
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Rebuilding and Rebooting the System

You use the standard system-generation procedure, sysadm, to build a new system
image. However, before you use sysadm, you must complete the following steps:

1) Make your changes to the system file and master file as described in this

chapter. We recommend you put your master file entries into your own
master file. Create a file with you master file entries and put it in
usr/etc/master.d. You may give this file any name you want as long as it
does not match any existing file names in the master.d directory.

2) Compile your driver file dev_xxx_driver.c to create the object file

3)

4)

dev_xxx_driver.o.

If you compile using the GNU compiler that comes with the DG/UX system,
we recommend you use the following compile command line:

gcc —DSTANDAILONE —DKERNEL —D_PRODUCT_DGUX
—fno—omit-frame—-pointer
-mno—-underscores

-I/usr/src/uts/aviion dev_xxx_driver.c

If you compile using the Green Hills compiler, we recommend you use the
following compile command line:

ghcc —DSTANDALONE ~DRKERNEL -~D_PRODUCT_DGUX
-ga —X58 -X153 -—-X405

I
|

-I/usr/src/uts/aviion dev_xxx_driver.c |

If you want to avoid specifying the three defines (STANDALONE,
KERNEL and _PRODUCT_DGUX) during compilation, you can add these
to one of your source files.

Place your driver object file and any archive files you may need into the
directory /usr/src/uts/aviion/lb.

Create a file called Libs.driver_name that lists all the object files and archive

files you want included in the build. Place this file in the directory
/usr/src/uts/aviion/cf. You can get the format of this file by examining
other Libs. files.

Once you have completed these steps you are ready to build a new system. Installing
and Managing the DG/UX™ System describes how to use sysadm to build a new
kernel. The output of the build is a2 new system image that you will move to the root
directory (/).

After the new system image is ready, you can shut down the current system and

reboot

2-6

.
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Checking the Configuration Process

To verify that your device is properly configured, check both conf.c and the special
files for your devices. We describe both of these sources below.

Conf.c

The conf.c file contains the system tables generated by the config program. You can
use these structures to verify your configuration and to determine the location of the
I/0 routines accessing your device. A partial listing of conf.c structures and variables
is given below with descriptions on how to use the information to verify proper
configuration.

Configurable Variable Section

The configurable variable section lists the variables as defined in the keyword section
of the master files and modified in the tunable parameters section of the system file.
You can check this section for the proper setting of any parameters you set. A
partial listing of this section is given below:

/*
/* Configurable Variable Section */

/* */

’/* */

char cf_sc_machine(] = "AViiON";
char cf_sc_sysname[] = "dgux"”;
char cf_sc_release[] = "4.30";
char cf_sc_version|] = "oo";
uintlé_type cf_sci_daylight_savings_time kind = 1;
uint8_type cf_sfm _max modules_per_ stream = 9;
uint32_type cf_sfm max data_message_length = 4096;
uint32_type cf_sfm max_control_message_ length = 1024;
uintlé_type cf_ps_max semaphore_sets = 10;
uintlé_type cf_ps_max_semaphores_per_set = 25;

1/0 Driver Tables

The kernel uses a device’s major number as an index into a table of driver routines
vectors. The I/O Drivers Table in conf.c listed below shows this table of routines
vectors. Note the entry for our sample xdev device in uint32e_type
of_io_device_driver_vector below. Also note the major number index listed to the
right. The major number you supplied in the system file entry should now reflect the
position of your driver in the routine vector table. Chapter 4 explains how you supply
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a routines vector for you driver.

/*

/* I0 Drivers Table

/*

extern
extern
extern
extern
extern
extern
extern
extern
extern
extern
extern
extern
extern
extern
extern

uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type
uint32e_type

*/
*/
*/

cfv_syscon_routines_vector;
cfv_cied routines_vector;
cfv_devtty routines_vector;
cfv_mem_ routines_vector;
cfv_1ldm routines_vector;
cfv_st_routines_vector;
cfv_syac_routines_vector;
cfv_err_routines_vector;
cfv_con_routines_vector;
cfv_xdev_routines_vector;
cfv_pcfv_routines_vector;
cfv_ptc_routines_vector;
cfv_prf_ routines_vector;
cfv_meter_ routines_vector;
cfv_nodevice_routines_vector;

uint32e_type cf_io_device_driver_vector[ 29] =

{

&cfv_syscon_routines_vector, /*
&cfv_sd_routines_vector, /*
&cfv_devtty routines_vector, /*
scfv_mem routines_vector, /*
&cfv_ldm routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_st_routines_vector, /*
&cfv_syac_routines_vector, /*
&cfv_err_ routines_vector, /*
&cfv_con_routines_vector, /*
&cfv_xdev_routines_vector, /*
&cfv_nodevice_routines_vector, /*
&§cfv_nodevice_routines_vector, /*
scfv_pcfv_routines_vector, /*
&cfv_ptc_routines_vector, /*
scfv_prf_ routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_meter routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_nodevice_routines_vector, /*
&cfv_nodevice_routines_vector, /*
scfv_syac_routines_vector, /*
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*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
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&cfv_syac_routines_vector, /* 26 %/
&cfv_syac_routines_vector, /* 27 %/
&cfv_nodevice_routines_vector, /* 28 x/

}:

uint8e_type cf_dev_device_driver_ count = 29;

Configuration List

The configuration list shows all the devices configured on the system. Check for all
your system file entries.

/* */
/* Configuration List */
/* */

char * cf_init_configuration_list [] =
{
"syscon()",
"cied()",
"devtty ()",
"mem()",
"ldm()",
"st(cisc(0,0),*)",
"syac(0)",
"err()",
"con()",
"xdev(@72()",
"xdev(@73(0xff£f£f6000,4)",
"pts()",
"pte()"”,
"prf()",
"hken()",
"meter ()",
"loop()",

)i

Your Special Files

At reboot time, the system will call the dev_xxx_configure routine you supply with
your driver (we describe how to write this routine in Chapter 4). Among other
things, your dev_xxx_configure routine generates the special files that point to your
device driver (see "Special Files (Nodes)" in Chapter 1).
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The special files are stored in /dev. You may list the files for your devices to verify
their setup. There should be a special file for each unit serviced by your driver.
The devices shown here will reflect those you specified in the system file. You
determine the special files’ names through your dev_xxx_configure routine. Listing
the special files with Is -1 will display the major and minor device numbers of each
unit, as well as the access permissions. You can also verify that appropriate special
files exist for block versus character access for a device.

End of Chapter
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Chapter 3
Overview of Driver Facilities and
Functions

This chapter describes the functions that device and adapter drivers must supply. It
defines the interface between each function and the kernel, and it describes the
operations each routine must perform. Where needed, we indicate whether a routine
or data structure applies only to an adapter driver. Unless otherwise specified,
descriptions apply to both device and adapter drivers.

NOTE: In all references below, use your own device’s prefix in place of xxx. Your
prefix is the one specified in your master file entry. :

|nc|ude Files

When writing your device driver, you will need to include a number of standard
include files and to supply two additional files of your own: dev_xxx_def.h and
dev_xxx_global_data.c. These files are described below.

® Your driver’s personal include file: dev_xxx_def.h

You create this include file to hold any constant or data structure definitions
you need for your driver.

® You driver’s data file: dev_xxx_global_data.c

For consistency between drivers, we recommend that you put your driver’s
statically allocated global data structures in a file called
dev_xxx_global_data.c. You can use dev_xxx_global_data.c to allocate any
global data structures your driver needs, but, specifically, you should use it
to allocate a cfv_xxx_routines_vector for your driver. Your
cfv_xxx_routines_vector specifies the locations of your driver functions.

CAUTION:
The kernel must find a correctly named routines vector in order
to locate your driver routines. Proper allocation of the routines
vector is crucial to your driver’s operation.
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® General driver include files

All drivers must include the file i_io.h. This file contains most of the
constants and structures needed by any program adhering to the standard
driver interfaces. The file i_io.h is found in /usr/src/uts/aviion/ii.

In addition to i_io.h, SCSI device and adapter drivers require two additional
include files, dev_scsi_def.h and dev_scsi_adapter_def.h. Both of these files
are found in /usr/src/uts/aviion/dev.

o Include files for the kernel itself

All drivers must include three files that contain constants and data structures
used by the kernel itself. These files are c_generics.h, os_generics.h, and
architecture.h. These files are found in /usr/src/uts/aviion/ext.

e Include files for kernel-supplied routines

If you use a kernel-supplied routine, you will need to include an include file
specific to that routine’s class. The routine’s class is indicated by the first
few letters of its name. The include file for a class of routines starts with
these same few letters. For example, if you use a virtual memory ("vm")
routine, like vin_wire_memory, you must include the i_vm.h include file.
The possible include files are listed in Table 3-1 below.

Table 3-1 Routine Classes and Their Include Files

Routine Class Acronym Include File
File system fs i_fs.h

jrje) io i_io.h

Lock management Im iJdm.h
Miscellaneous misc i_misc.h
Process management pm i_pm.h
System control sc i_sc.h
Virtual memory vm i_vm.h
Virtual process vp i_vp.h
Micro-code uc i_uc.h

These files are stored in /usr/src/uts/aviion/ii. While this manual discusses
some of the constants and data structures used by the various kernel-supplied
routines, you may need to list these files to examine particular structures.

Be sure to define a literal PRODUCT_DGUX in one of your source files or
at compile time if you use any of the ii include files.

You compile the file containing your driver routines (in dev_xxx_driver.c) and global
data (in dev_xxx_global_data.c) with your dev_xxx_def.h and the appropriate system
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include files to produce object files that will be linked into the system image.
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Overview of User-supplied Device Driver
Routines

All device drivers (SCSI devices and VME controllers) must supply the 15 routines
(external interfaces) listed below in the section "Required Routines." These routines
constitute the interface between a device driver and the kernel.

The kernel calls these routines as needed, generally when a user addresses an
operation to a special file that maps to the driver’s major device number.
Nevertheless, some routines don’t make sense for some drivers. For instance, a
mouse driver cannot act on a write_dump operation. In such cases, your driver must
still supply a routine of the appropriate type and have that routine return an error.

In addition to the 15 basic interface routines, some drivers may need 2 additional
routines (internal interfaces). These routines relate to servicing interrupts and
handling asynchronous I/O. The routines are used by the driver’s own routines but
the kernel may be involved in the process of invoking them.

To write a driver, you write your versions of the required routines and combine them
into a file named dev_xxx_driver.c. This file will be your driver. The internal and
external routines that your driver can have are summarized below in the section
"Required Routines."”

NOTE: In the following routines, there are important differences between device
drivers that service interrupts and those that do not. Remember, SCSI
device drivers do not service interrupts. Therefore, descriptions relevant to
interrupts do not apply to SCSI device drivers.

Required Routines

® The kernel calls the dev_xxx_init routine for every driver at system
initialization time — before configuration. dev_xxx_init allows the device
driver to perform any initialization that is necessary before any devices are
actually configured into the system. You do not necessarily need to initialize
the device itself in dev_xxx_init; this routine simply provides you with the
opportunity to set up any data structures or other operations that you might
want done prior to configuration.

e dev_xxx_configure performs operations necessary to make a peripheral of
your driver’s class accessible to the system. During configuration, the kernel
calls the driver’s dev_xxx_configure routine once for each peripheral listed in
the system file. In addition, peripherals not listed in the system file may be
configured at some other time in the life of the system. Thus,
dev_xxx_configure should be able to run at any time in the life of the system.

Because this is the first time your driver actually interfaces to the device, you
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will want to ensure that the device is alive and well. You will set up your
special files (/dev entries), and assign minor device numbers. You may also
need to query the controller to find out how many units it has, because you
will want to configure each unit on the controller.

If you are writing an SCSI device driver, you will also need to identify and
get a pointer to the adapter driver routines you will be addressing. You will
also have to make sure that your adapter has already been configured before
you can query your device. To do this you can call the kernel-supplied
routine dev_scsi_adapter_configure with your device’s device specification.
The first parameter of this device specification contains the adapter’s device
specification. dev_scsi_adapter_configure will make sure that the adapter is
configured and return the adapter’s major and minor device number.

For drivers that service interrupts, the dev_xxx_configure routine must
allocate a device information structure for the device and then register the
information in this structure. Registering links the device code with the
driver’s interrupt service routine. This link is made via a device interrupt
table (DIT). SCSI device drivers must call the adapter manager’s
dev_scsi_adapter_register_requester routine to associate their device with
their adapter.

Note that on AViiON machines, devices come up with interrupts enabled by
default.

® The kernel calls a device’s dev_xxx_open and dev_xxx_close routines when
the user opens and closes the device. The kernel calls dev_xxx_open each
time the device is opened, even if the device is already open. Similarly, the
kernel calls the dev_xxx_close function each time the device is closed.

One of dev_xxx_open’s important functions is to return a device handle that
the kernel will use later to pass to the driver’s other routines. The
dev_xxx_open routine may also do further checking of the device to ensure
that it is ready for operation (for example, that a tape is mounted, online,
and write-enabled). Finally, if the configuration routine has not initialized
the device, the dev_xxx_open routine will initialize the device and make it
ready for operation.

e The kernel calls the driver’s dev_xxx_read_write routine for any user read or
write operation that is to be handled synchronously (that is, the user process
will be pended until the I/O completes). Character special (raw) I/O is
always done synchronously. Thus, for character I/O, each user call to a
read/write system call results in the kernel calling dev_xxx_read_write.

o dev_xxx_start_io is the asynchronous counterpart of the dev_xxx_read_write.
Whenever the kernel decides not to let the process pend until the I/0O
completes, it invokes dev_xxx_start_io instead of dev_xxx_read_write.
dev_xxx_start_ijo is used for only block special I/O operations.
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For block special I/O, the kernel determines whether the request will be
processed synchronously or asynchronously (see dev_xxx_start_jo). Thus,
the kernel may call either dev_xxx_read_write or dev_xxx_start_jo. In fact,
the kernel manages block special operations such that it may not call either
of these routines in a one-to-one correspondence with the user’s read/write
system call. In other words, sometimes the kernel may have previously
buffered the data the user wants.

® The select operation is usually used for devices (such as terminals) that must
wait for an external event before I/O can proceed. Your driver’s
dev_xxx_select routine implements this operation. The kernel provides
select facilities that help a driver manage the list of events used to notify
processes awaiting a select event. We discuss the select manager facilities in
Chapter 8.

The kernel calls your dev_xxx_select routine whenever the user calls the
select system call for your driver’s device.

e The ioctl operation is used to issue control functions to a device. For
example, a user might invoke ioctl to set forms on a line printer.

The kernel calls your dev_xxx_ioctl routine whenever the user issues the ioctl
system call for your driver’s device. Note that some ioctl calls are actually
file descriptor operations and do not actually refer to any device. The kernel
will handle these calls directly and not call dev_xxx_ioctl. For example, the
kernel will handle the FIONCLEX ioctl command directly and not call
dev_xxx_ioctl.

Because control functions are specific to each device driver, you can define
your own control parameters. The kernel simply passes the parameters from
the user request to the driver’s dev_xxx_joctl routine. The kernel does not
interpret these parameters.

If you are writing a disk driver and want to implement a hardware formatter,
we recommend you use ioctl.

o The kernel calls the dev_xxx_open_dump, dev_xxx_write_dump, and
dev_xxx_close_dump routines during system panic. The
dev_xxx_open_dump function does all initialization required for the dump
device to be accessed during system panic. The dev_xxx_write_dump routine
writes data to the dump device. The dev_xxx_close_dump routine is called
to terminate the dump operation to the device.

Note that these routines are necessary only if your device will be a dump
destination. For example, a mass spectrometer driver cannot be a dump
destination.

e The dev_xxx_deconfigure routine does the opposite of the dev_xxx_configure
operation. It deallocates all resources and performs any cleanup necessary
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to completely remove a device from the system. As with
dev_xxx_configure, dev_xxx_deconfigure should be able to work at anytime
during the life of the system.

The deconfiguration routine is optional; you may support it if you wish. The
benefit of including it is that, in case of an erroneous configuration, the user
can deconfigure and then reconfigure and re-use the device. This might
occur, for example, if the user accidentally configures a tape at device code
23 when a disk is actually resident at that device code. Deconfiguration will
allow the tape to be deconfigured so the disk can be correctly configured
without re-booting the entire system.

If you do include deconfiguration, you should try to allow for future
enhancements such as repair-under-power. In repair-under-power a single
device must be deconfigured so it can be removed from the system and
repaired.

® The kernel calls the dev_xxx_powerfail routine for every driver when power
is restored to the system after a power failure (assuming that battery backup
has preserved the process and memory state such that automatic recovery
makes sense). The dev_xxx_powerfail function should be able to work
anytime after dev_xxx_init has completed, regardless of whether or not the
device is open.

The DG/UX system has not yet implemented powerfail. However, the
routine still has a place in the kernel’s table of driver routines. The driver
only has to provide a stub routine for this interface.

® You must supply dev_xxx_device_to_name and dev_xxx_name_to_device
name translation routines. These routines translate between vour devices’
names and their numbers (major and minor numbers combined). Kernel and
system administration utilities will use these routines to identify devices they
want to access. Your dev_xxx_device_to_name routine should be able to
function anytime after the device’s configuration.

NOTE: Your cfv_xxx_routines_vector includes place holders for dev_xxx_mmap,
dev_xxx_munmap, dev_xxx_maddmap, and dev_xxx_read_dump routines.
These interfaces will be operational in a later release of the DG/UX kernel.
For now, put stubs in the routines vector fields for these routines (see the
"Nodevice Routine Stubs" section in Chapter 8).

Optional Routines

In addition to the required routines described above, devices that use interrupts will
need an interrupt service routine, and drivers that perform asynchronous I/O may
need an I/O completion routine for follow-up processing.
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e The dev_xxx_service_interrupt routine processes any incoming interrupts for

your device.

You can create an I/O completion routine to complete processing for
asynchronous I/0 operations. (We’ll refer to your 1/O completion routine as
the complete_io routine.) The dev_xxx_start_io routine starts the
asynchronous request, but the follow-up processing must be handled
elsewhere. Frequently, the completion operations are too lengthy to be done
in the interrupt service routine. Most drivers handle completion by
scheduling a message to the Driver Daemon or Generic Daemon (see
Chapter 8). The message specifies a complete_io routine that the daemon
will execute.

NOTE: You can name your complete_io routine anyway you see fit. We
italicize the term complete_io to emphasize this point.

The kernel has its own I/O completion routine (hereafter called the Kernel
I/O completion routine) that the driver must invoke as part of its complete_io
routine. The driver’s dev_xxx_start_io routine receives the Kernel I/O
completion address as a field in the op_record parameter. The driver
returns control back to the higher levels of the kernel by calling the Kernel
I/O completion routine. See the dev_xxx_start_io description in Chapter 4
for discussion of "start I/O" and the kernel I/O completion routine.
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Overview of User-supplied Adapter Driver
Routines

In order to access the physical device, an SCSI device driver invokes the SCSI
adapter manager, which in turn invokes the SCSI adapter driver that controls the
specified device. Thus, most of the adapter driver routines are used to interface
between the SCSI device driver and the SCSI adapter driver. These routines are
listed below in the "The Device Driver to Adapter Driver Interface” section.

There are also two cases in which the kernel will invoke an SCSI adapter driver
routine. These routines are described in the "The Kernel to Adapter Driver
Interface” section.

The Device Driver to Adapter Driver Interface

A device driver will call the following adapter routines as needed. The data
structures referred to here are described in more detail in the "Overview of Major
Data Structures” section.

e Since SCSI devices do not interrupt the host directly, SCSI device drivers
need not register their device information structure with the kernel. Instead,
they register themselves with the adapter driver that will handle their
interrupts for them. Thus, during configuration, each SCSI device driver
calls its adapter’s dev_xxx_register_requester routine in order to identify
itself and establish a link between itself and the adapter driver.
dev_xxx_register_requester establishes the link by adding an entry with the
device’s SCSI ID and unit number to its device information structure.

e During deconfiguration, a device driver calls its adapter’s
dev_xxx_deregister_requester routine to close the link between device and
adapter drivers.

e SCSI device drivers are specific to a particular class of device. For example,
you can have an SCSI tape driver or an SCSI disk driver. Adapter drivers,
on the other hand, may handle many different types of devices (such as
tapes, disks, and printers). Device drivers use their adapter’s
dev_xxx_set_unit_options routine to set certain adapter I/O parameters to fit
their specific device. For example, a tape may need a longer timeout value
than a disk.

® When an SCSI device driver wants to send a command to its device, it must
process that request via the adapter. If the command is to be processed
synchronously, the device driver calls the adapter’s dev_xxx_issue_command
routine. If it is an asynchronous request, the device driver calls the adapter’s
dev_xxx_jissue_async_command routine. These routines send an SCSI
command to the target device via the adapter. These routines can be
invoked as a result of either user-initiated requests or internal driver needs.
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The device driver sends information about the request in an adapter request
block given as a parameter to dev_xxx_issue_command. The adapter request
block is a generic structure used for all adapters. The adapter driver will
return the results of the operation as a return value status. Chapter 4 lists
the possible return values for each adapter interface. Sense information
describing an error is returned in the request block’s sense buffer.

Depending on the adapter’s architecture, dev_xxx_issue_command or
dev_xxx_issue_async_command may need to transfer request information to
a structure appropriate for the particular adapter. Throughout the rest of
this manual we will refer to such structures as the adapter-specific parameter
block.

e If the system panics, the kernel enters shutdown mode and no longer
provides its usual services. If an SCSI device is a designated dump
destination, the adapter driver will have to access the device without normal
kernel support. The dev_xxx_issue_command_physical_mode routine you
supply will be used in these situations. The
dev_xxx_issue_command_physical_mode provides access to the SCSI device
when no interrupts, no locks, no eventcounters and no virtual memory are
available.

e Since an SCSI device driver registers itself with its adapter instead of with
the kernel, it will need to access its device information via the adapter
driver. The device driver calls the adapter’s dev_xxx_get_device_info routine
to get information about its device from the adapter’s device information
structure. The adapter’s dev_xxx_get_device_info routine returns the device’s
unit handle just as the io_get_info routine does for the kernel.

The Kernel-to-Adapter Driver Interfaces

From the kernel’s perspective an adapter driver is simply another driver. Itis
theoretically possible for a user to address an I/O request to the adapter as if it were
an end device. To handle this possibility, the kernel requires that adapter drivers
supply all the routines listed for device drivers.

The majority of these routines would be accessed only because of a user error.
Hence, they are really just error-returning program stubs. You can write your own
versions of these stubs or you can use the set of DG/UX "nodevice" routines listed in
Chapter 8. If you use the DG/UX routines, you will substitute a "nodevice" routine
for each routine you do not supply. For example, if you do not supply
dev_xxx_read_write, you would substitute io_nodevice_read_write in
cfv_xxx_routines_vector.

Of the required device driver routines, an adapter driver must supply four actual
routines, and the rest may be stubs. You must supply dev_xxx_configure,
dev_xxx_open_dump, dev_xxx_device_to_name and dev_xxx_name_to_device. The
device driver descriptions of these routines pertain to the adapter driver as well.
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Note that since adapter drivers service interrupts, their dev_xxx_configure routines
must allocate a device information structure for the device and then register the
information in this structure. Registering links the device code with the driver’s
interrupt service routine via the device interrupt table (DIT).
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Overview of Major Data Structures

Many of the major data structures your driver will need are contained in the include
file i_io.h. In this section, we describe some of the important types found in i_jo.h.
We show the actual type definitions for these structures in Chapter 4.

Device Driver Data Structures

The major structures a driver might need are as follows:

3-12

® Routines vector

The main routines vector is a table of your driver’s basic routines (the 17
required and 2 optional described for all drivers). The structure for this
routines vector type is defined in i_io.h. You allocate your driver’s main
routines vector in dev_xxx_global_data.c. The kernel accesses your driver’s
routines via its own internal table of routines vectors. It uses the device’s
major number as an index into this table.

SCSI adapter drivers have their own routines vector, which includes both the
standard and adapter-specific routines. The adapter’s routines vector type is
defined in dev_scsi_adapter_def.h

Chapter 4 shows the layout of both types of routines vectors.
Device number

Your driver uses the device number to identify a specific device before the
device has been opened. The device number is a combination of the device’s
major and minor numbers. Your dev_xxx_configure routine passes the
device number to the kernel’s fs_submit_dev_request routine to create a
special file. The kernel also passes the device number to your dev_xxx_open
routine to identify the device. After the dev_xxx_open, the user will use a
file descriptor to identify the device. The kernel identifies the device to the
driver’s routines by passing the device handle.

The dev_xxx_configure routine gets the device’s major number as a
parameter from the kernel and gets the device’s minor number by calling the
kernel’s device number io_allocate_device_number routine: (see Chapter 8).
It combines these numbers to form the device number.

Device information structure

You allocate this structure at configuration time. You create a device
information structure for each peripheral of your driver’s type listed in the
system file. It should be dynamically allocated in global wired memory.

You can define most of the contents of this structure anyway you see fit.
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However, for devices that interrupt the host, the kernel requires that the first
field of the device information structure contain a pointer to your interrupt
service routine.

® Device interrupt table

The kernel uses this table to match interrupts and interrupt service routines.
This table matches each device code with a pointer to the first field in the
driver’s device information structure. This first field contains the address of
the driver’s interrupt service routine.

When you register your device information structure, the
io_register_device_info routine copies a pointer to your device information
structure into the DIT entry for you controller using the device code as an
index. The first field of this structure points to your interrupt service
routine.

The kernel declares the device interrupt table.
® Device handle

After the device is open, the kernel passes the device handle to the driver
routines. Thus, your dev_xxx_read_write routine will get the device handle
when it is invoked. The device handle is specific to a single unit of a device.
The kernel does not interpret this field.

You are allowed to define and use the device handle as you want. It is
intended to be a pointer to an information table describing the operations
occurring on a particular device. Most drivers make the device handle point
to a unit-specific area in the device information structure. (We will presume
this implementation in the rest of this manual.)

® Buffer vector

Buffer vectors are the DG/UX kernel’s interface for data transfer. When
users make an I/O request such as a read, they specify z buffer and a
transfer byte count. The kernel allocates a buffer vector and packages the
1/O request information in this structure. Thus, the buffer vector holds a
transfer byte count and pointers to memory buffers. The kernel then passes
the buffer vector for the request to your driver routine (for example,
dev_xxx_read_write). You can manipulate the buffer vector using the kernel
routines described in Chapter 5.

Buffer vectors are specifically designed to handle buffers that span non-
contiguous memory. Non-contiguous buffers are needed for the readv and
writev operations. For simplicity, the same buffer-vectoring scheme is used
for the standard read and write operations even though they do not need
non-contiguous buffers.
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® Request information packet

For the dev_xxx_read_write routine, the kernel packages information about
the user I/O request in a request information packet. This packet contains
the device handle, the buffer vector, and a set of I/O flags that specify
restrictions on this particular operation (see Chapter 4). In addition, it
contains a device offset value, which specifies to the driver where on the
device the information transfer is to begin. For example, for a disk driver,
the offset might indicate the number of bytes from the start of the disk. The
driver can divide this number by 512 to determine the logical sector on the
disk.

® Operation record packet

The operation record packet is the same as a request information packet
except that it is used with the asynchronous dev_xxx_start_io routine and
hence has several extra fields. In addition to the same fields found in the
request information packet, the operation record packet contains: 1) a
complete_io routine field, which holds the address of the kernel’s I/O
completion routine; and 2) a link field, which allows the driver to link
requests together in an asynchronous request queue.

Data Structures for SCSI Adapter and SCSI Device
Drivers

In addition to the structures listed above, SCSI adapter and SCSI device drivers will
also use the following.

® Adapter unit specification structure

The adapter driver uses the device specification structure to save the device
specification information for each currently active device. The entry for
each active device shows the device’s SCSI ID and unit number. Unit
numbers are used for SCSI devices that are controllers with units.

® Adapter request blocks and Adapter-specific parameter block

Device drivers use adapter request blocks to pass information about their
current request to the adapter driver. The structure is a generic block of
parameters used to issue a request to the dev_xxx_issue_command and
dev_xxx_issue_async_command routines. Depending on the architecture,
before issuing the request, the adapter driver may need to transfer request
information to a structure appropriate for its particular adapter. Throughout
the rest of this manual, we refer to such structures as adapter-specific
parameter blocks.

® Orther adapter parameter blocks
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Dev_xxx_register_requester, dev_xxx_set_unit_options, and
dev_xxx_issue_command_physical_mode each have defined blocks through
which the device driver passes them information. Chapter 4 shows the
layout of these parameter blocks.
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Other Driver Facilities

In this section, we describe two driver facilities: the Driver and Generic Daemons
and the error reporting facilities. See Chapter 8 for more information on these
facilities and a description of the routines you use to interface to them.

The Driver Daemon and the Generic Daemon

Driver Daemons and Generic Daemons are classes of daemon processes that drivers
use for handling asynchronous I/0O requests. Asynchronous I/0 requests generally
require the use of an interrupt service routine. In a symmetric multiprocessing
environment, the interrupt service routine cannot be allowed to pend or to call any
routine that might pend. Thus, the interrupt service routine can perform only very
minimal operations. In most cases it will need a way to continue processing the
interrupt outside the service routine’s restricted environment. Driver Daemons and
Generic Daemons provide an appropriate way to handle this continued processing.

The two classes of daemon process have exactly the same interface and method of
operation. Each class has a global queue on which requests are placed. Requests
consist of a pointer to a routine to execute and an argument to be passed to the
routine. A daemon process will remove an entry from the request queue and call the
routine with the specified argument. More than one daemon process may be
removing requests from the same queue so that multiple requests can be executed in
parallel on a multiprocessor system. Each individual request, however, is only
executed once and by a single daemon. All the daemon processes that are working
off the same queue are in the same class.

By executing the requestor’s routine, the daemon can take the place of the requestor
in performing the device service operations such as examining the status, retrying
errors, and starting previously queued requests. Furthermore, if the driver code
determines that an asynchronous request has completed, the requestor’s I/O
completion routine (see Chapter 4) will be called, again with the daemon actually
executing the code.

The two classes of daemon differ in what kinds of operations the routine in the
request may perform. Routines in Driver Daemon requests must not perform any
operation that might have to wait for the completion of a disk I/O operation. For
example, such routines may not page fault, because servicing the page fault may
require waiting for a disk I/0 to complete. In addition, such routines must not
directly or indirectly send signals or perform terminal-related operations. . Because of
all these restrictions, the Driver Daemons will generally only be used by disk device
drivers.

On the other hand, routines in Generic Daemon requests are allowed to wait on disk
I/O, send signals, and perform terminal-related operations. The lesser restrictions
make the Generic Daemons usable by terminal-handling code and other higher level
parts of the system.
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NOTE: Disk device drivers must not use the Generic Daemons because a deadlock
condition could result.

Error Reporting Facilities

Drivers can choose between two major error-reporting destinations: 1) the user-level
calling process; and 2) the system error-logging facility. Drivers do not need to
perform any special operation to report statuses back to the user-level process; the
kernel passes driver routines’ return values back to the user as a completion status
after the routine completes. Because users receive return values as statuses, we
strongly recommend you encode your driver’s unique return values according to
standard encoding procedures (see Chapter 8). Users can decode standardly encoded
statuses using the dg_ext_errno system call.

To send an error to the system error-logging facility, the driver must use the services
of the system error daemon, syslogd, and the psuedodevice, err(7). Err receives and
stores errors from kernel-level processes. Syslogd receives and stores errors from all
processes connected to the system, remote or local, user- or kernel-level. Syslogd
periodically retreives and processes the errors stored in err.

How syslogd processes errors is determined by its configuration file,
/etc/syslog.conf. For example, syslog.conf may specify that the logged errors are to
be printed out to the system console or written to a disk file, and so forth. See
logger(1), syslog(3), syslog.conf(5), and syslogd(8) for more information on the
system error daemon and how to configure error processsing.

The err psuedodevice receives and stores errors from drivers on an internal error

queue. Your driver can store error messages on this queue using the kernel-supplied
routine, io_err_log_error. Io_err_log_error is described in Chapter 8.

End of Chapter
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Chapter 4
User-Supplied Driver Routines

In Chapter 3, we gave you an overview of the routines that your driver should supply
to the kernel. In this chapter, we describe what each routine does, give details on
parameters and arguments, and tell you about assumptions you should make while
writing the routines.

The chapter is divided into the following major sections:
e User-Supplied Device Driver Routines
e User-Supplied Adapter Driver Routines

The device driver interfaces describe the routines you must write to build a device
driver, SCSI, or VME. The adapter driver interfaces describe routines you must
write to build an SCSI adapter driver. ‘

Each routine specification includes a "Return Values" section that lists specific return
values that the kernel can process when the routine returns. When no return value is
specified, the routine must not fail (the kernel will not process any returns or
exceptions). If the driver routine experiences an exception other than those specified
in the "Return Values" section, it can proceed in one of the following three ways:

1) It may return an exception by returning a value other than one of the
specified values. The kernel will filter this value back to the user as a
standard errno. You can either define your own values for this errno or use
values already defined by the system. Check /usr/include/sys/errno.h for a
listing of the existing errnos and their definitions. In Chapter 8 we describe
how to define an error status.

2) It may panic the system. In Chapter 8 we describe the routines used to panic
the system. Some driver routines are not allowed to panic. We indicate
whether or not a routine can panic in the "Return Values” section of the
interface description.

3) It may use the error daemon to log an error. In Chapter 8 we describe the

procedures used for error logging. If the routine decides to log the error, it
should still return an exception (errno) to the user directly.
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User-Supplied Device Driver Routines

This section describes the routines and data structures you will need to create a

device driver.

Constants and Data Structures

The device driver routines you write will use the following constants and data

structures. Try to avoid dependencies on the specifics of these structures, such as
size or location of fields, since these specifics may change in later releases of the
software. The best way to avoid such dependencies is to use kernel-supplied routines
to manipulate these structures. We discuss kernel-supplied routines in Chapter 5

through Chapter 8.

The constants and data structures listed here are given for convenience only and may

change. Check the appropriate include file (for example, i_io.h for structures

beginning with the io acronym) for the exact definition of all constants and data
structures. Chapter 3 describes the various include files.

io_driver_routines_vector_type

typedef struct

{
uintl6_type
bitl6_type
status_type
void
status_type
void

status_type
status_type
void

status_type
status_type
status_type
status_type
status_type
status_type
status_type
status_type
status_type
status_type
status_type
status_type

version;

flags:;

(*open) ();
(*close)();
(*read_write) ()
(*select) ()
(*ioctl) ()
(*start_io)():
(*init)();
(*configure)();
(*deconfigure)();
(*device_to_name)();
(*name_to_device) ()
(*open_dump) () ;
(*write_dump)();
(*read_dump)();
(*close_dump) (),
(*powerfail) ()
(*mmap) () ;
(*munmap) ()
(*maddmap) () ;

} io_driver_routines_vector_type ;
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Description

The kernel must have a pointer to each of your routines that will be externally visible.
You provide a vector of pointers to your driver’s routines in a routines vector
described by io_driver_routines_vector_type. You must allocate a variable of this
type for your driver in dev_xxx_global_data.c.

A version field is present to allow the system to change this structure and still be
compatible with older, user-written device drivers. The version should be one (1)
except when io_routine_vector_type is used as part of the SCSI adapter routines
vector, dev_scsi_adapter_routines_vector_type. In this latter case, the version
should be IO_DRIVER_ROUTINES_VECTOR_SCSI_ADAPTER_VERSION.

io_device_number_type

typedef struct

{
io_major_device number_ type major;
io_minor_device_number_type minor;

} io_device_number_type ;
Description

A device number is a composite of the device’s major and minor device numbers.
During configuration, the kernel calls your dev_xxx_configure routine with the
device’s major number. Your dev_xxx_configure will get the device’s minor number
(using the kernel’s io_allocate_device_number routine) and then create the device
number variable for the unit. It then uses this device number to create the special file
(node) for the specific units. The kernel also passes the device number to your
dev_xxx_open routine to identify the special file of the unit to be opened. After the
open, a file descriptor will be used to identify the unit to the user, and a device
handle will be used to identify the unit to your driver routines. The kernel will not
interpret the device number value.

io_device_handle_type

typedef opaque32_type io_device_handle_type
Description
A device handle identifies an open device to other calls to the device driver. Your
dev_xxx_open routine defines and returns the device handle when the device is

opened. The device handle becomes invalid when the device is closed.

Many drivers use a pointer to the unit-specific portion of the device information
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structure as the device handle. However, what makes up a device handle and its
interpretation is up to each individual driver. Higher levels of the kernel that hold
device handles will not interpret their contents.

io_request_info_type

The kernel supplies a variable of this type for every I/O request system call made to
your driver.

typedef struct
{

io_operation_type op;
io_channel_flags_type flags;
io_device_handle_type device_handle;
uint32_type device_offset_extender;
uint32_type device_offset;
io_buffer_vector_type buffer_ vector;

df_self id_type self_id;

} io_request_info_type
Description

The request information package described by this type groups several related values
that are needed to specify an I/O request. The request information package fields are
as follows:

op — The operation indicated by this request. See io_operation_type for a list
of the operation types. The op request is modified by the flags field.

flags — An additional set of flags that modify the operation inclicated by the op
field. These io_channel_flags are described later in this section.

device_handle — The device handle of the device to which the request is to be
directed. The device handle must be a device handle that was returned by the
open function of the driver for the device to which this request is to be directed.

device_offset_extender — This field exists for device offsets needing more than
32 bits. This field should be zero if large offsets are not used (for example, non-
disk devices). It should be checked in disk drivers. If your disk does not
support offsets needing the extender, you should reject requests where this offset
is non-zero.

device_offset — The offset on the device where the transfer is to begin. The
interpretation of this field is defined by the driver to which the request is
directed.

buffer_vector — A buffer vector describing the main memory area that is to be
involved in the I/O operation. The addresses may be logical or physical
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depending upon the operation specified in the op field.

self_id — The home system identification against which read data is to be
checked if the IO_CHECK_SELF_ID flag is TRUE.

io_operation_type

typedef bitl6_type io_operation_type

#define IO_OPERATION_READ ((bitl6_type)00000001)
#define IO_OPERATION_WRITE ((bitl6_type)00000002)
#define IO_OPERATION_RECALIBRATE ((bitl6_type)00000004)

#define IO_OPERATION_CHECK_SELF_ID ((bitl6_type)00000010)
#¢define IO_OPERATION_PHYSICAL_BUFFER ((bitl6_type)00000020)
#define IO_OPERATION_USER_BUFFER ((bitl6_type)00000040)

This type defines a bit field that describes an I/O operation to be performed. Only
one of READ, WRITE, or RECALIBRATE will be on at any one time. The
CHECK_SELF_ID flag may be present only on a READ operation. The
PHYSICAL_BUFFER flag may be present only on a READ or WRITE and indicates
that the buffer address supplied with the operation is a physical memory address
rather than a logical memory address. The USER_BUFFER flag may be present only
on a READ or WRITE and indicates that the buffer address supplied with the
operation is a user memory address rather than a kernel memory address.

io_operation_record_type

typedef struct
{

misc_queue_links_type links;
io_request_info_type ri;
io_completion_routine ptr_ type completion_routine;

} io_operation_record_type ;
Description

You use the operation record when starting an asynchronous I/O request using your
driver’s dev_xxx_start_io function. The structure is basically an extension of the
io_request_info_type that you use for synchronous requests. The extension includes
extra information that is needed to service the request in an asynchronous manner.
The operation record’s fields are as follows:

links — Space that may be used by a device driver to link this operation record

into a queue with other operation records. The driver determines the actual use
of this space.
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ri — The request information structure that specifies the request.

completion_routine — The address of the function that should be called when
the operation denoted by this operation record is complete. This function must
conform to the I/O completion routine interface described in the "Kernel I/0
Completion Routine Interface” section.

io_select_intent_type
typedef bitl6_type io_select_intent_type ;

I0_SELECT_INTENT_READ
I0_SELECT_INTENT_ WRITE
I0_SELECT_INTENT EXCEPTION
I0_SELECT_INTENT_NONE

Description

This type describes the select options that may be specified to a device driver’s
dev_xxx_select routine. The READ, WRITE, and EXCEPTION options start a
select for the corresponding operation. You can use any combination of these three
options in a single dev_xxx_select call. IO_SELECT_INTENT_NONE is used as a
return value from io_select_cancel when no intent has been satisfied.

io_buffer_vector_type

typedef struct
{

union

{ |

io_buffer_ vector_control_type many;

io_buffer descriptor_type one;

} us

uintlé6_type descriptor_count;
uintl6_type current._descriptor;
uint32_type current._offset;
uint32_type total_remaining;

} io_buffer_ vector_type :
Description
This structure defines a buffer vector, which is a collection of individual buffer
descriptors plus an associated state. A buffer vector may be the source or destination

of a single read or write operation; the individual buffer descriptors define the
locations from which the data is being read or into which the data is being written.
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The current position is where the next byte of data will be read fror or written to.
The current position is initialized to the first byte of the first buffer descriptor. The
current position within the buffer vector is maintained by the associated state.

The fields in this structure are as follows:

many — This structure contains a pointer to the array of buffer descriptors and
the total of the sizes of all the elements of the array. This field of the union is
used only when descriptor_count is non-zero. io_buffer_vector_control_type is
described in this section.

one — This structure contains the single buffer descriptor when the buffer vector
consists of a single descriptor. This field of the union is used only when
descriptor_count is zero. io_buffer_vector_control_type is described later in this
section.

descriptor_count — The number of entries in the many array of the
io_buffer_vector_control_type. Not all of these entries are presumed valid; the
total_size field controls the number of entries that are used. This field is used to
determine the actual amount of memory allocated to the array. If this field is
zero, then there is no memory allocated to the array and a single descriptor is
stored in the union field one.

current_descriptor — The index of the descriptor that contains the current
position. io_buffer_vector_control_type is described later in this section.

current_offset — The offset of the current position in the buffer descriptor
indexed by current_descriptor.

total_remaining — The total number of bytes remaining to be moved to or from
this buffer vector since it was initialized.

io_buffer_descriptor_type
typedef struct
;[aointer_to_any_type buffer_ptr;
uint32_type size;
} io_buffer descriptor_type

Description

This structure describes a buffer from which data is to be read or to which data is to
be written.

The fields in this structure are as follows:

buffer_ptr — Pointer to the start of the buffer.
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size — The size of the buffer, in bytes.

io_buffer_vector_control_type

typedef struct

{

io_buffer_descriptor_ ptr_type
uint32_type

}

Description

io_buffer vector_control_type

descriptors_ptr;
total_size;

This structure is used in the many field of buffer_vector_type.

The fields in this structure are as follows:

descriptors_ptr — A pointer to an array of buffer descriptors. The array may
contain as many as UINT16_MAX entries. (See c_generics.h for the definition of
UINT16_MAX.)

total_size — The sum of the size fields in all the elements of the array buffer
descriptors.

io_channel_flags_type

typedef bit32_type io_channel flags_type

#define
#define
#define
#define
#define
#$define
#define
#define
#define
#define
#define
#define
#define
#define

Description

I0_CHANNEL_NO_FLAGS
IO_CHANNEL_READ_INTENT
10_CHANNEL_WRITE_INTENT
10_CHANNEL_EXCLUDE_WRITERS_INTENT
I0_CHANNEL_APPEND_INTENT
I0_CHANNEL_SYNC_IO
I0_CHANNEL_NO_WAIT
I0_CHANNEL_ASYNC_IO
I0_CHANNEL_NONBLOCK
I0_CHANNEL_NDELAY
I0_CHANNEL_BLOCK_SPECIAL
I0_CHANNEL_NO_RETRIES
I0_CHANNEL_NOTIFY_ IF_MANDATORY
I0_CHANNEL_NOTIFY

((bitl6_type)00000000)
((bitl6_type)00000001)
((bitl6_type)00000002)
((bitlés_type)00000004)
((bitl5_type)00000010)
((bitl5_type)00000020)
((bitl5_type)00000040)
((bitl6_type)00000100)
((bitl6_type)00000200)
((bitls_type)00000400)
((bitl6_type)00001000)
((bitl6_type)00002000)
((bitl6_type)00004000)
((bitl6_type)00010000)

When users open a device, they can open with a set of conditions. The channel flags
specify the open conditions that the user requested. These conditions are passed to
the dev_xxx_open routine. See dev_xxx_open for descriptions of the conditions.

Licensed material—property of Data General Corporation

093-701053



User-Supplied Device Driver Routines

The open options are as follows:
IO_CHANNEL_NO_FLAGS — None of the conditions described below applies.

IO_CHANNEL_READ_INTENT — The channel is opened with read intent. This
flag corresponds to the O_RDONLY or O_RDWR option on the open system
call.

IO_CHANNEL_WRITE_INTENT — The channel is opened with write intent.
This flag corresponds to the O_WRONLY or O_RDWR option on the open
system call.

IO_CHANNEL_EXCLUDE_WRITERS_INTENT — The chanrel is opened only if
there are currently no writers, and future attempts to open with write intent are
disallowed. This flag is used internally by the file system to prevent other
processes from writing to a disk it is managing.

IO_CHANNEL_APPEND_INTENT — The channel is opened with append intent.
This flag corresponds to the O_APPEND option on the open system call.

IO_CHANNEL_SYNC_IO — The channel is opened with the synchronous I/O
option. This flag corresponds to the O_SYNC option on the open system call.

IO_CHANNEL_NO_WAIT — The channel] is opened with the no-wait /O
option. This flag corresponds to the O_NDELAY or to the O_NONBLOCK

option on the open system call.

IO_CHANNEL_ASYNC_IO — The channel is opened with the asynchronous I/O
option. This flag corresponds to setting the FASYNC option with the fentl
system call.

IO_CHANNEL_NONBLOCK — The channel is opened with the O_NONBLOCK
option.

IO_CHANNEL_NDELAY — The channel is opened with the O_NDELAY
option. The driver should not look at this flag.

IO_CHANNEL_BLOCK_SPECIAL — The driver is being opened as a block
special device. This flag is used only internally.

IO_CHANNEL_NO_RETRIES — I/O performed via this channel should not be
retried if errors occur; all errors are treated as hard errors. This flag may or
may not be supported by a given device driver.

10_CHANNEL_NOTIFY_IF_MANDATORY — The kernel uses this option
internally to avoid deadlock on mandatory locks. Drivers should not use this

option.

IO_CHANNEL_NOTIFY — The driver is being opened with the O_NOCTTY
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open flag set. The kernel uses this option to prevent the controlling terminal
from being set.
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Interfaces for Device Driver Routines

In this section, we detail the following device driver routines, which you must supply.

093-701053

dev_xxx_init
dev_xxx_configure
dev_xxx_open
dev_xxx_close
dev_xxx_service_interrupt
dev_xxx_read_write
dev_xxx_select
dev_xxx_joctl
dev_xxx_start_io
dev_xxx_open_dump
dev_xxx_write_dump
dev_xxx_read_dump
dev_xxx_close_dump
dev_xxx_powerfail
dev_xxx_deconfigure
dev_xxx_device_to_name
dev_xxx_name_to_device
dev_xxx_maddmap
dev_xxx_mmap

dev_xxx_munmap
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dev_xxx_init

Syntax
void dev_xxx_init ()
Summary

This routine performs any pre-configuration initialization your driver might
need.

Parameters
None.

Description
The kernel calls the dev_xxx_init routine as part of system initialization.
dev_xxx_init gives the driver an opportunity to perform any initialization
needed before any of the driver’s devices are configured into the system.
dev_xxx_init is invoked once in the life of the system. No devices controlled
by the driver will be configured until after the dev_xxx_init routine completes.

The dev_xxx_init routine operates in a restricted environment. It may not
await or take a page fault.

Return Values
The dev_xxx_init routine does not return a status; any errors that it

encounters must result in a panic or in some method of flagging the error to
dev_xxx_configure for further processing.
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dev_xxx_configure

Syntax
status_type dev_xxx_configure (device_name_ptr, major_number)

char_ptr_ type device_name_ptr; /*READ ONLY%*/
io_major_device number_type major_number; /*READ ONLY*/

Summary
This routine configures a single device of the class supported by this driver.
Parameters

device_name_ptr — A pointer to the name of the device to be configured.
The name is in the form of a null-terminated string. The device name is the
name specified in the system file.

major_number — The major device number on which the device is to be
configured. This is the major number specified in the master file.

Description

This routine performs operations that make a physical device (of the class
supported by the driver) accessible to the system. The dev_xxx_configure
routine can be called anytime. If your device has system and master file
entries, it will be called by system initialization code during system boot. It is
called once for each system file entry in the system.

The dev_xxx_configure routine receives a device_name_ptr variable that
points to a device name. The name string is terminated by a null character
and has the following form:

device_mnemonic [@device_code] ( [parameters] )

Because each dev_xxx_configure is called for all system file entries, your
dev_xxx_configure should verify that the name string for the current call
contains its device’s name. If the name is not for one of its devices,
dev_xxx_configure should exit with a return value of
IO_ENXIO_DEVICE_NOT_RECOGNIZED.

dev_xxx_configure must initialize the device and must make the device
accessible to the kernel. Device initialization is unique to the device and to
the driver. The dev_xxx_configure routine should perform the following
functions:
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o Allocate a device information structure. The driver uses the device
information structure to hold information relating to a specific device
(status, permissions, and so on).

While the driver can define most of this structure’s internal specifics,
the structure must contain a pointer to the driver’s interrupt service
routine (if it has one) in the first field.

In addition, if you want to use the kernel’s routines for managing a
select list (see Chapter 8), you should allocate a sclect list header in
the device information structure. The select list header type is
defined in i_io.h. You will also have to initialize this list by calling
the kernel’s io_init_select routine.

e If the device handles interrupts from the host, you must register the
device information structure using the io_register_device_info
routine. Registering the device information links the hardware device
code with the interrupt service routine given in the device
information structure.

® Define a device handle and device number by calling
io_allocate_device_number. io_allocate_device_number allocates a
minor number for the device specified and links the device number
and device handle in the kernel’s internal tables. Later you can
retrieve this information by using kernel routines for accessing device
information (see Chapter 8). The kernel will pass the device number
to your driver’s dev_xxx_open routine, but thereafter it will identify a
device to all driver routines by passing the device handle.

If the device has a controller with accessible units, you should
establish a device number and device handle for all units that users
will access.

e Create device special files. As with device numbers, you should
create special files for all the units that users will access. We
recommend that you create the special files after registering your
device information structure, because it is possible for the register
operation to fail. Chapter 8 describes kernel routines that create
device special files.

If the device has a controller, the driver usually performs any initialization
needed to bring the controller on-line here so that it can initialize the
controller’s units at open time.

If a failure occurs in any phase of the operation, dev_xxx_configure must
return the system to the state it was in before the dev_xxx_configure routine
was called. Data structures must be deallocated and the device interrupt table
slot freed.
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The dev_xxx_configure routine should be written such that it can be called
anytime during the life of the system.

Return Values
OK — The device was successfully configured.

IO_ENXIO_DEVICE_NOT_RECOGNIZED — device_name_ptr does not
specify a device in the class supported by this driver.

IO_ENXIO_DEVICE_NOT_SUPPORTED — device_name_pftr specifies a
device in the device class supported by this driver, but the particular model is

not supported.

IO_EIO_PHYSICAL_UNIT_FAILURE — A request issued to the device
controller failed with an error status.

I0_EIO_DEVICE_TIMED_OUT — The controller did not respond to a
request within a reasonable length of time.

IO_ENXIO_DEVICE_IS_ALREADY_CONFIGURED — A device is already
registered at the location specified by device_name_ptr.
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dev_xxx_open

Syntax

status_type dev_xxx open (device_number, charnnel_flags,
device_handle_ptr)

io_device_number_ type device_ number; /*READ ONLY*/
io_channel_flags_type channel_flags; /*READ ONLY*/
io_device_handle ptr_type device_handle_ptr; /*WRITE ONLY*/

Summary

This routine prepares a specified device for future I/O operations. It also
adds the device to the set of devices on which I/O may be performed by this
driver.

Parameters

device_number — The major and minor device numbers of the device being
opened.

channel_flags — The set of channel flags specifying whether the device will be
open for reads, writes, or both. The channel flags also indicate whether the
open is for block or character special operation. See i_io.h for a listing of the
channel flags.

device_handle_ptr — A pointer to the location where the device handle (that
results from the open) is to be placed. If the routine does not return an OK
status, this value is undefined. The driver need not check the validity of this
pointer.

Description
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The dev_xxx_open routine prepares the device for future I/O operations. The
kernel calls it whenever one of the driver’s devices is opened by a user or by
the kernel. The kernel will not call dev_xxx_open until both dev_xxx_init and
dev_xxx_configure have completed.

The DG/UX system allows multiple opens on a device, and dev_xxx_open
should manage this feature as appropriate to its device. dev._xxx_open
controls the number of outstanding opens. For example, dev_xxx_open may
impose restrictions such as requiring an exclusive open of a particular minor
device. To implement this, dev_xxx_open might return an error status if the
minor device has already been opened but not closed. Multiple
dev_xxx_opens may be in progress simultaneously on the same or different
minor device numbers.
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The dev_xxx_open routine must also control the type of open requested. The
kernel passes dev_xxx_open a set of channel flags which specify the intents
given in the higher level open call (for example, read, write or both).
dev_xxx_open may reject the open because of conflicts between the current
open intent and open intents that have already taken place or because of
conflicts with the device’s capabilities. For example, a write intent on a read-
only device must fail.

dev_xxx_open typically performs other operations to prepare the device and
ensure that it is ready for I/O. For example, it may allocate storage for and
initialize databases to hold information describing the I/O operation on the
specific unit. If the device is a real hardware device, dev_xxx_open may
query the device to verify that it is online and ready for the type of I/O
specified in the open intent. For example, it may check that there is a write
ring in the tape if write intent is specified.

dev_xxx_open must establish the device handle that the kernel will use as a
parameter in all future driver operations. It can retrieve the device handle
supplied by dev_xxx_configure by calling io_map_device_number with the
device number. If dev_xxx_open returns an OK, it must return a pointer to a
device handle in device_handle_ptr. If it returns a status other than OK, the
kernel presumes that the open failed and that the device handle will not be
used. If the open fails, the kernel will disregard the returned
device_handle_pftr argument.

Return Values

OK — The dev_xxx_open routine was successful in preparing the device for
further operations.

IO_ENXIO_UNIT_NOT_READY — The unit is not ready or online.

IO_ENXIO_DEVICE_IS_NOT_CONFIGURED — The specified device
number cannot be mapped to a configured device.

IO_ENXIO_OPEN_INTENT_CONFLICTS The unit is already open and can
only be opened exclusively.

IO_ENXIO_NO_WRITE_RING — The tape was opened with write intent, but
the tape did not have a write ring (only applicable to tape devices).

I0_ENXIO_TAPE_DENSITY_NOT_SUPPORTED — The requested density is
not supported by the tape controller (only applicable to tape devices).

IO_ENXIO_CANNOT_CHANGE_TAPE_DENSITY — The requested density

is not compatible with the current density setting of the unit, and the tape is
not at the beginning of the tape (BOT) (only applicable to tape devices).
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dev_xxx_close

Syntax

status_type dev_xxx_close (device_handle, channel_ flags)

io_device_handle_type device_handle; /*READ ONLY*/
io_channel_flags_type channel_flags; ,/*READ ONLY*/
Summary
This routine removes a specified device from the set of devices on which this
driver may perform I/O.
Parameters

device_handle — The device handle of the device to be closed. This handle
will be the device handle that was returned by the driver’s dev_xxx_open
routine. The driver does not need to validate this argument.

channel_flags — Flags indicating how the device was opened (read, write, or
read/write). The driver does not need to validate this argument.

Description

The dev_xxx_close routine performs operations that remove the specified
device from the set of devices on which this driver may perform I/O. It is
invoked in one-to-one correspondence to successful dev_xx_opens and
always with the same intents supplied to the open and with the device handle
returned by the open. However, if a device is opened multiple times, it will
not necessarily be closed in the same or reverse order of the opens.

Typically, dev_xxx_close performs any necessary eXit operations such as
flushing any buffers that may be present and releasing previously allocated
storage. Some devices will also have special exit requirements. For example,
a tape close would probably rewind the tape. Most drivers also use
dev_xxx_close in coordination with dev_xxx_open to manage the number of
outstanding opens.

4-18 Licensed material—property of Data General Corporation 093-701053



User-Supplied Device Driver Routines

Return Values
OK — The close was successful.
I0_STATUS_ERROR_ON_EARLIER_REQUEST — An error occurred on

the last asynchronous request made to the device. Since the last request was
asynchronous, this is the first opportunity to notify the interested process.
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dev_xxx_service_interrupt

Syntax
void dev_xxx_service_interrupt (device_info_ptr)
dev_xxx_device_info_ptr_type device_info_ptr;/*READ ONLY*/
Summary

This routine handles interrupts from devices under the control of this driver.
It is called by the system interrupt handler.

Parameters

device_info_ptr — A pointer to the device information structure for the
interrupting device. A pointer to the dev_xxx_service_interrupt routine is the
first field in this structure. The driver may assume that this pointer is valid.

Description

The dev_xxx_service_interrupt routine performs any steps needed to service

the device at interrupt level. It operates in a restricted environment:

interrupts are disabled; no page faults may be taken; and the process must not
wait. Because of these restrictions, dev_xxx_service_interrupt should defer as
much device service as possible to a base-level process. The driver designer
should determine the proper balance between executing code at interrupt level
and at base level. |

Because dev_xxx_service_interrupt must avoid calling any routine that may |
pend, it must forgo virtually all the kernel-supplied utilities. To signal or send |
information back to other processes, the driver should use the Driver or |
Generic Daemon. You send a message to the appropriate caemon by queuing |
a message with a completion routine to the daemon’s queue. (Chapter 8 |
describes the io_queue_message_to_driver_demon and |
io_queue_message_to_generic_demon routines that you use to queue _ |
messages.) The daemon will dequeue the message and execute the completion |
routine in the daemon’s context rather than the service routine’s limited |
context.

Typically, dev_xxx_service_interrupt might do any of the following: read the
device’s status registers; advance an eventcounter for synchronous events;
send a message to the Driver or Generic Daemon for an asynchronous event;
or do a select satisfy for a select operation. If the interrupt is not cleared
automatically by reading the status register, dev_xxx_service_interrupt must
clear the interrupt before exiting.
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The pointer to the device information structure allows
dev_xxx_service_interrupt to access the device database associated with the

I/O request.

NOTE: If the device does not generate hardware interrupts, you do not need
to create this routine.

Return Values

None.
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dev_xxx_read_write

Syntax

status_type dev_xxx_read_write (request info_ptr)

io_request_info_ptr_type request_info_ptr; /*READ ONLY*/

Summary

This routine performs a synchronous read or write of the specified device.

Parameters

request_info_ptr — A pointer to a request information structure. The
structure may be assumed to have a valid operation code, device handle, and
memory address as specified in the buffer vector. The driver must validate
the device offset and transfer count as being appropriate for the device.

The transfer count specifies the maximum number of bytes that should be
transferred. The driver determines how much data to actually transfer before
returning; in the case of an error, the amount may be less than the transfer
count. However, under no circumstances may the amount of data
transferred exceed the specified maximum.

The offset specified is a file pointer maintained by the kernel and indicates
where the read/write operation should begin. For example, on a disk, the
offset might specify where, after the start of the sector, the desired data is
located. The driver may ignore this parameter if it is not applicable to its
device — for example, if the device is character special.

The request information structure may exist in the caller’s per-process address
space. Therefore it can be accessed only when the requesting process is
running and not from the interrupt level."

Description
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The dev_xxx_read_write routine performs a synchronous read or write of the
specified device, transferring data between the device and the specified
buffer. It is invoked whenever a user or kernel read or write is performed on
a character special device supported by this driver. This routine is usually
used for character special I/O, but it may also be used for block special I/O.

Multiple reads/writes of the same or different minor devices may be in
progress simultaneously. Therefore the driver should take steps to serialize
requests as needed. This usually means using locks on important data
structures.
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The dev_xxx_read_write routine should also handle any special transfer
constraints for its device. For example, a disk device might allow only those
transfer counts that are multiples of 512 bytes. dev_xxx_read_write should be
prepared to handle a self-identification check using the self-id field in the
request information structure. The kernel may set a flag requesting that the
driver validate that this self-id matches the device’s self-id as stored in data
blocks read from that device. You can use the kernel’s fs_check_self_id
routine to retrieve the self-id stored in the data (see Chapter 8).

We say that the dev_xxx_read_write routine is synchronous because when it
completes, any data that is going to be transferred to or from the buffer must
already be transferred. Because it must wait for the I/O to complete,
dev_xxx_read_write will need to set up await mechanisms such as a timeout, a
signal, or an I/O completion event. Chapter 6 describes kernel routines that
the driver may use to implement these await mechanisms.

The kernel checks access to the buffer before dev_xxx_read_write is called so
that the driver is ensured write access to the buffer for read operations and
read access to the buffer for write operations. The buffer may exist in the
caller’s per-process address space and therefore may be accessed only when
the requesting process is running.

The specified buffer is not necessarily wired in memory, and many devices
must have wired buffers. For such devices, the driver must explicitly wire the
buffer and unwire it before returning.

After the read/write, the driver should update the buffer vector pointers to
reflect the actual data transferred (which may be less than the transfer count
in cases of error). All references and updates to data contained in the
io_buffer_vector structure must be done through kernel routines. Chapter 7
describes the kernel routines used to manipulate buffer vectors.

Return Values
The dev_xxx_read_write routine must return a status indicating the success or
failure of the transfer. The definition of success or failure is determined by
the driver and need not be related to the number of bytes actually transferred.
OK — The dev_xxx_read_write routine was successful.

I0_EINVAL_ILLEGAL_REQUEST_SIZE — The requested count is not valid
for the device type.

IO_EINVAL_ILLEGAL_BUFFER_ADDRESS — The buffer was not aligned
as required by the device.

IO_EIO_DEVICE_TIMED_OUT — The device controller did not respond to
a request in a reasonable length of time.
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I0_EIO_HARD_IO_ERROR — An unrecoverable I/O error occurred,
resulting from a media failure.

I0_EIO_PHYSICAL_UNIT_FAILURE — An uncorrectable error occurred
that presumably affects I/O operations to the entire physical unit.

I0_ENXIO_ILLEGAL_DEVICE_ADDRESS — The location specification for
reading/writing is invalid for the device.

IO_EINTR_INTERRUPTED_BY_SIGNAL — A signal was received while
waiting for the I/O to complete.
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dev_xxx_select

Syntax

void dev_xxx_select (device_handle, select_mode,
ec_ptr, intent_ptr)

io_device_handle_type device_handle; /*READ ONLY*/

boolean_type select_mode; /*READ ONLY*/

vp_ec_ptr_ type ec_ptr; /*READ ONLY*/

io_select_intent ptr type intent_ptr; /*READ/WRITE*/
Summary

This routine supplies information about whether the specified device is ready
to perform an I/O operation.

Parameters

device_handle — The device handle of the device that is the target of the
select operation. The device handle argument need not be validated by the
driver.

select_mode — If select_mode is TRUE, this is the start of a select
operation. If select_mode is FALSE, this is the end of a select operation.

ec_ptr — ec_ptr specifies the eventcounter to be advanced by the driver when
the particular type of select is satisfied. The driver does not need to validate
this pointer.

intent_ptr — The intent_ptr parameter points to an intent variable consisting
of a set of intent flags. The kernel calls the driver with the intent flags
showing whether the device is being selected for read, write, or exceptional
conditions or any combination of these. When the driver returns, it sets the
intent flags to show which input conditions are currently TRUE. The driver
does not need to validate this argument. The possible intent flags arc
described in the "Constants and Data Structures” section of this chapter.

Description

The dev_xxx_select routine is called in response to user-level select system
calls. It operates as follows:

® If the user is selecting a device (select_mode argument is TRUE),
and the device is ready for at least one of the incoming intents, the
driver should set the intent flags to match the device’s current state
and return. It should set the flags to FALSE for all intents that are
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not currently ready. It should set the intent flag to TRUE if that
flag was TRUE on input and the intent is currently ready.

If none of the conditions the caller was interested in are TRUE, the
driver should add the eventcounter pointed to by ec_ptr to a list of
events maintained by the driver. Later, when one of the specified
intents becomes TRUE, the driver must advance this eventcounter.
Usually, drivers have the dev_xxx_service_interrupt routine complete
select processing via a message to the Driver or Generic Daemon.

e If the user is unselecting the device (the select_mode argument is
FALSE), the previously saved ec_ptr is discarded and any intents
that have become TRUE are reported.

Multiple selects of the same or different minor devices may be in progress
simultaneously. The dev_xxx_select routine must be able to store multiple
eventcounter names for each of the read, write, and exception selects and
advance them all when the intent becomes TRUE. Kernel routines for
managing select lists (adding and removing entries and satisfying selects) are
described in Chapter 8. The select list structure should have been allocated
and initialized earlier, usually in the dev_xxx_configure routine.

Return Values

None.

Remarks
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For many devices, such as disks and tapes, dev_xxx_select will always return
TRUE because the I/O operations are so quick. dev_xxx_select is more
meaningful on character devices that depend upon external intervention. For
example, a terminal might select FALSE for writing when a user’s terminal
output is being held with Ctrl-S. Similarly, a terminal would select FALSE
for reading when the driver is waiting for the user to type something.
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dev_xxx_ioctl

Syntax

status_type dev_xxx ioctl (device_handle, command,
parameter, return value_ptr)

io_device_handle_type device_handle; /*READ ONLY*/

bit32e_type command; /*READ ONLY*/

bit32e_type parameter; /*READ/WRITE*/

int32e_ptr_ type return_value_ptr;/*WRITE ONLY*/
Summary

This routine performs a control operation on the specified device.

Parameters

device_handle — The device handle of the device that is the target of the I/O

control operation. The device handle need not be validated by the driver.

command — A command to the device. Because commands are specific to

the driver, they must be validated by the driver.

parameter — An argument to the command. The interpretation of the

parameter is specific to the driver and the command. The parameter may be

used to transfer information between the caller and the device, in either

direction. In particular, it may be a pointer to a buffer supplied by the caller.
Because the interpretation is specific to the driver, the driver must validate

this argument.

return_value_ptr — A pointer to a return value that this routine can define

and pass the user. This additional return value increases the flexibility of

your ioctl operation by providing the user with variations on the generic return

value specified in the "Return Values” section.
Description

The dev_xxx_joctl routine performs a control operation on the specified
device based on the values of command and parameter. It is invoked in
response to a user or kernel ioctl call for one of the driver’s devices.
However, not all user ioctl calls go to dev_xxx_ioctl. Some ioctl calls are

actually file descriptor operations. These are intercepted and handled by the

kernel. The FIONCLEX operation, for example, would not reach
dev_xxx_ioctl. Multiple ioctl operations on the same or different minor
devices may be in progress simultaneously.
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The kernel calls dev_xxx_ijoctl with the command and parameter arguments
given in the higher level ioctl call. The kernel will not interpret these
arguments. Thus, you can define your driver’s command arid parameter
arguments as you wish.

Because ioctl operations are so specific to each driver, the kernel validates
only the device handle argument. The driver must validate the command and
parameter arguments. It should also validate any buffer pointers for proper
access. Chapter 7 describes kernel routines you can use to validate pointers.

Return Values

The dev_xxx_ioctl routine should return a status indicating the success or
failure of the control operation. The definition of success or failure is
determined by the driver.

OK — The dev_xxx_ioctl routine was successful. No errors should be
indicated to the caller.

IO_EINVAL_COMMAND_NOT_SUPPORTED_BY_DEVICE — The
command was not supported by the driver.

IO_EFAULT_BAD_ADDRESS_IN_IOCTL — The parameter argument
specified an address that is not a valid part of the caller’s address space.
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dev_xxx_start_io

Syntax

status_type dev_xxx_start_io (op_record ptr)

io_operation_record ptr_type op_record_ptr; /*READ ONLY*/

Summary

This routine starts an asynchronous I/O operation on the specified device.

Parameters

op_record_ptr — A pointer to the operation record for the asynchronous
request. The operation record contains the following fields:

The device handle that is the target of the operation.
The operation to be performed; for example, read, write, or both.

The offset from which the operation is to commence. The offset is a
file pointer maintained by the kernel that indicates where the
read/write operation should begin. For example, on a disk the offset
might indicate where to start reading after the start of the sector.
The interpretation of the offset is driver-dependent.

The address of the kernel’s I/O completion routine that is to be
called by the driver’s complete_io routine when the operation
completes. The Kernel I/O completion routine follows the interface
shown in the "Kernel I/O Completion Routine Interface” section
below. Note that you pass the op_record and a completion status
back as parameters to the Kernel I/O Completion routine.

An io_buffer_vector structure that holds the transfer size and the
address of the memory buffers.

The operation record must reside in global kernel memory, so it may be
accessed by any process — not just the requestor. The driver need not
validate most of the fields of the operation record. The exceptions are the
device offset and transfer size fields. The driver may need to check these
fields to ensure that they are meaningful for the device.

Description

The dev_xxx_start_io routine is invoked only on block special devices.
Multiple dev_xxx_start_io routines on the same or different minor devices
may be in progress simultaneously.
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4-30

When a user initiates a read or write operation on a block special device, the
kernel will invoke dev_xxx_start_jo to process the request asynchronously.
dev_xxx_start_io should start the operation and then exit, leaving the
completion to be handled by another routine. If dev_xxx_start_jo cannot
initiate the operation (for example, if the device is busy), it should queue the
request (usually with the Driver or Generic Daemon) to be handled later and
exit. This routine should not pend.

The dev_xxx_start_io routine is asynchronous in that when it returns, the data
transfer is not necessarily complete. The driver must therefore decide how to
finish processing once the operation is complete. The driver is relatively free
to handle completion as necessary for its own device.

The only thing the driver must do for completion is to call the kernel
completion routine supplied in the operation record. The kernel waits until
its I/O completion routine is called before expecting new data in the buffer,
modifying data in a buffer that was written, or modifying the operation record
that was passed in as an argument. Until the kernel’s I/O completion routine
is called, the kernel does not consider the operation complete.

The driver decides when to call the kernel’s I/O completion routine.
Typically, when the operation completes, the dev_xxx_service_interrupt
routine queues a message to the Driver or Generic Daemon. The message
contains a pointer to a routine for the daemon to execute. This routine might
be either the kernel’s I/O completion routine or a driver-supplied complete_io
routine that in turn calls the kernel’s I/O completion routine. In Chapter 8,
we describe the kernel routines for interacting with the Driver or Generic
Daemon.

The upcoming section called "Kernel I/O Completion Routine Interface”
describes the interface used by the kernel’s I/O completion routine. We do
not give an interface description for a driver-supplied compiete_io routine.
Such a routine is completely optional. If you want to implement such a
routine, you do not need to follow any kernel-specified interface.

The following implementation notes are relevant regardless of how completion
is implemented:

e The driver must transfer the exact amount of data specified in the
request unless there is an I/O error (in which case less data is
acceptable). Under no circumstances may the amount of data
transferred exceed the amount specified.

e It is possible that the kernel’s I/O completion routine may be called
before dev_xxx_start_io finishes. Therefore, the Driver or Generic
Daemon may actually call the kernel’s I/O completion routine before
dev_xxx_start_io returns. Thus, the kernel’s I/O completion routine
must not be called by the process that has the dev._xxx_start_io in
progress.
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e The buffer to receive the data is wired in memory. The driver may
perform logical-to-physical address translations without having to
explicitly wire the buffer. Further, the buffer must reside in global
kernel memory, so any process may access the buffer or perform the
logical-to-physical translation.

Return Values

OK — This routine always returns OK. Errors that occur on the request are
reported via the completion routine.

Kernel I/0 Completion Routine Interface
Syntax
void kernel_complete_io (op_record ptr, status)

io_operation_record_ptr_type op_record_ptr; /*READ ONLY*/
status_type status; /*READ ONLY*/

Summary

The kernel supplies a routine that adheres to this interface to perform work
necessary when an asynchronous I/O operation completes.

Parameters

op_record_ptr — A pointer to the operation record for the request that has
completed. The operation record contains fields that indicate the device
handle that is the target of the operation, the operation to be performed, the
offset on the device from which the operation is to commence, the address
of the routine that is to be called when the operation completes, an I/O
buffer vector structure that contains the size of the transfer, and the address
of the main memory buffer.

status — The completion status of the request.
Description

The kernel’s I/O completion routine performs the cleanup work necessary
when an asynchronous I/O completes. The driver calls it to indicate that the

operation is complete.

The status argument indicates the result of the asynchronous I/O operation.
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Return Values

The kernel’s I/O completion routine must always succeed, therefore it does
not have a return value.
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dev_xxx_open_dump

Syntax
status_type dev_xxx open_dump (device_name)
char_ptr_type device_name; /*READ ONLY*/
Summary

This routine prepares one of the driver’s devices for use as the destination of
a system dump.

Parameters

device_name — A pointer to the null-terminated string identifying the device
to be opened as a dump device.

Description

A master file entry specifies the default device for a system dump, but during
the dump procedure the user is allowed to specify an alternative dump
destination. If your device is selected as the dump destination, the system
will call your dev_xxx_open_dump routine if the system panics.

The dev_xxx_open_dump routine initializes the device as a dump destination.
To do this, it must reinitialize the device’s controller (and/or units). Because
the system is in an undefined state as a result of the panic, the standard
kernel facilities will not be available for the initialization procedure. In
particular, this means that dev_xxx_open_dump must run in physical memory
— dynamically allocated memory cannot be accessed. dev._xxx_open_dump
should statically allocate its data structures in dev_xxx_global_data.c.

The dev_xxx_open_dump routine should also use busy waits when interacting
with the controller, because the standard interrupt mechanism will not be
available.

Because the dump procedure is a single-threaded process, kernel locking
mechanisms are not required and should not be used.

The dev_xxx_open_dump routine receives a device name specified by
device_name_ptr. It should verify that the device specified is of the driver’s
type. The device name is of the following form:

device_mnemonic [@device_code] ( [parameters] )

Finally, as with any open routine, dev_xxx_open_dump should perform any
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operations necessary to ensure that the device is on-line and ready for a write
operation. For example, if the device is a tape, the tape should be on-line
and write-enabled.

NOTE: This routine must not panic, because it is invoked as part of the
panic sequence.

Return Values

434

OK — The open completed successfully.

I0_STATUS_DUMP_NOT_SUPPORTED — The device identified by the
device_name string is not supported as a dump device by this driver. Either
the device mnemonic does not match the mnemonic associated with your
driver; the device name is in an unrecognizable format; or the device specified
by device_name_ptr is supported by the driver but the device type is not a
valid dump destination device.

IO_EIO_HARD_IO_ERROR — A request to the dump destination device has
resulted in an error condition.
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dev_xxx_write_dump

Syntax
status_type dev_xxx_write dump (buffer_ ptr, buffer_size)
pointer_to_any type buffer_ ptr; /*READ ONLY*/
uint32_type buffer_size; /*READ ONLY*/

Summary

This routine writes system dump data to the dump destination device
previously opened by dev_xxx_open_dump.

Parameters
buffer_ptr — A pointer to the buffer containing the data to be written.
buffer_size — The size of the buffer, in bytes.

Description

During a dump, the system’s panic code calls dev_xxx_write_dump to write a

single physical record of size buffer_size. The panic code will call the

dev_xxx_write_dump routine as many times as necessary to transfer all of the
dump data. You will not need to wire buffer memory or verify parameters for

this routine.

If the dump destination must use multiple volumes to hold the entire system
dump, the dev_xxx_write_dump routine should close the completed volume,

request that the operator mount a new volume, and open the new volume.

NOTE: Because the normal kernel facilities are not available, this routine

should busy-wait for the write operations to complete. The normal

system interrupt handler is not available.

Also, this routine must not panic because it is invoked as part of the

panic sequence.
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Return Values
OK — The write operation completed normally.

IO_STATUS_TAKE_CHECKPOINT — The write operation completed
normally but was written as the first record on a volume. The system dump
code should checkpoint its current state.

IO_EIO_HARD_IO_ERROR — An unrecoverable I/O error occurred. The
system dump code should restore its state from the last checkpoint and begin
writing again from there. This error does not occur on the first record of the

volume.

4-36 Licensed material—property of Data General Corporation 093-701053



User-Supplied Device Driver Routines

dev_xxx_read_dump

Syntax

status_type dev_xxx read_dump (buffer_ptr, buffer_size)

pointer_to_any_ type buffer_ ptr; /* WRITE ONLY =/
uint32_type buffer_size; /* READ ONLY */
Summary

This routine handles reading a system dump.

Parameters
buffer_ptr — A pointer to the buffer to which data is to be read.
buffer_size — The size, in bytes, of the buffer.

Description

The DG/UX system does not support this operation at this time. You should
use the appropriate io_nodevice routine stub for this routine.

Return Value
None.
Exceptions
None.
Abort Conditions
Panic may be invoked with the following error code:

IO_PANIC_NODEVICE_READ_DUMP — An attempt was made to read
dump information from a non-existent device.
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dev_xxx_close_dump

Syntax
status_type dev_xxx_close_dump ()
Summary

The routine closes the dump device previously opened by
dev_xxx_open_dump.

Parameters
None.

Description
The dev_xxx_close_dump routine is called by the system dump code when all
of the data has been written to the dump destination. dev_xxx_close_dump
should perform all the standard exit operations (for example, write End-of-file

or rewind the tape). In particular, it should close the completed volume and
inform the operator that the dump has completed.

Return Values
OK — The volume was successfully closed.

IO_EIO_HARD_IO_ERROR — An unrecoverable error occurred in closing

the volume. The operator is prompted to mount another volume, and the
system dump utility should resume operation at its last checkpoint
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dev_xxx_powerfail

Syntax
status_type dev_xxx_powerfail ()
Summary

This routine restarts all devices managed by this driver when power has been
restored after a power failure.

Parameters
None.

Description [

The DG/UX system does not support this operation at this time. You should |
use the appropriate io_nodevice stub for this routine.

Retnrn Values

OK — Return this value in all cases.
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dev_xxx_deconfigure
Syntax
status_type dev_xxx_deconfigure (device_name_ ptr)
char_ptr type device_;name _ptr; /*READ ONLY*/
Summary
This routine deconfigures the specified device if it is in the class supported by
this driver.
Parameters

device_name_ptr — A pointer to the null-terminated string specifying the
device to be deconfigured.

Description

The dev_xxx_deconfigure routine does the opposite of the configure routine
(see dev_xxx_configure). It releases all system resources obtained to
configure the device. After dev_xxx_deconfigure has completed, the system
should be in the state it was in before the device configure routine was
executed. dev_xxx_deconfigure performs the following functions:

e Deallocates a device information structure

e Frees the minor number

® Deregisters device information

@ Releases all memory
NOTE: Device special files created by the configure operation do not have to

be removed.

dev_xxx_deconfigure receives a pointer to a device specification of the
following form:

device_mnemonic [@device_code) ( [parameters] )

The pointer is terminated by a null character.
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Return Values

OK — The device was successfully deconfigured.

IO_ENXIO_DEVICE_NOT_RECOGNIZED — device_name_ptr does not
specify a device in the class supported by this driver. This error is returned
when the device mnemonic does not match the mnemonic associated with the

driver.

IO_EBUSY_DEVICE_HAS_OPEN_UNITS — The specified device currently
has one or more units that are open.
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dev_xxx_device_to_name

Syntax

status_type dev_xxx_device_to_name (device_number,
name_ptr,size)

io_device number_type device number; /*READ ONLY*/

char_ptr type name_ptr; /*WRITE ONLY*/
uint32_type size; /*READ ONLY*/
Summary

This routine returns the device name associated with the specified device
number. The name is returned as a null-terminated string.

Parameters

device_number — The device number for the device whose name is desired.
The device number consists of a2 major and minor device number.

name_ptr — A pointer to where the device name is to be written. The name
will be in the form of a null-terminated string.

size — The maximum number of bytes, including the terminating null, that is
to be written to name_ptr.

Description
The dev_xxx_device_to_name routine is called by various file system utilities
to translate a device number into a device name consisting of a device code
and unit number. It returns the name in a string of the following form:

device_mnemonic [@device_code) ( [parameters] )

To simplify its operation, dev_xxx_device_to_name may call the kernel’s
jo_map_device_number to retrieve the device code and unit number for the
given device number.

Return Values

OK — The translation was performed successfully.

I0_ENXIO_DEVICE_IS_NOT_CONFIGURED — The specified device
number is not configured.
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dev_xxx_name_to_device

Syntax

status_type dev_xxx_ name_to_device (device_name_ ptr,number_ ptr)

char_ptr_type device_name_ptr; /*READ ONLY*/
io_device_number_ptr_type number_ ptr; /*WRITE ONLY?*/
Summary

This routine returns the device number for the specified device name.

Parameters

device_name_ptr — A pointer to the device name that is to be translated.
The name is in the form of a null-terminated string.

number_ptr — A pointer to where the corresponding device number is to be
written. The device number consists of a major and minor device number.

Description

This routine is called by various file system atilities to translate a device name
into the major and minor device numbers that are required to access the
device. The device name specified by device_name_ptr is of the following
form:

device_mnemonic [@device_code] ( [parameters] )
To simplify its processing, dev_xxx_name_to_device can call the kernel’s
io_get_device_info, which returns a pointer to the device information

structure that will contain the device’s device number.

The driver should verify that the device mnemonic given in the name matches
its own mnemonic (xxx).
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Return Values
OK — The device name was successfully translated.
I0_ENXIO_DEVICE_NOT_RECOGNIZED — The specified device is not

supported by this driver. This error is returned when the device mnemonic
does not match the mnemonic associated with the driver.

IO_ENXIO_DEVICE_IS_NOT_CONFIGURED — The specified device is
supported by this driver but is not currently configured in the system.
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dev_xxx_maddmap

Syntax
status_type dev_xxx maddmap @)
Summary
This routine increments reference counts to memory mapped sections.
Parameters
None.
Description

The DG/UX system does not support this operation at this time. You should
use the appropriate io_nodevice routine stub for this routine.

Return Value

IO_EINVAL_MMAP_NOT_SUPPORTED — The maddmap operation is not
supported for this device.

Exceptions

None.
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dev_xxx_mmap

Syntax

status_type dev_xxx_mmap @)
Summary

This routine handles the mmap system call.
Parameter

None.
Description

The DG/UX system does not support this operation at this time. You should
use the appropriate io_nodevice routine stub for this routine.

Return Value

IO_EINVAL_MMAP_NOT_SUPPORTED — The mmap operation is not
supported for this device.

Exceptions

None.
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dev_xxx_munmap

Syntax

status_type dev_xxx_munmap ()
Summary

This routine handles the munmap system call.
Parameters

None.
Description

The DG/UX system does not support this operation at this time. You should
use the appropriate io_nodevice routine stub for this routine.

Return Value

IO_EINVAL_MUNMAP_NOT_SUPPORTED — The munmap operation is
not supported for this device.

Exceptions

None.
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User-Supplied Adapter Driver Routines

This section describes the interfaces for routines you must write to build an SCSI
adapter driver. Chapter 5 describes the SCSI adapter routines that come with the
DG/UX system. You only need to write adapter routines if your application requires
changes to these routines or if you are going to add a different type of adapter board
to your system. As with user-supplied device driver routines, replace xxx with the
mnemonic for your SCSI adapter.

Constants and Data Structures

The following constants and data structures are used by SCSI device and adapter
drivers. They are found in the dev_scsi_adapter_def.h.

dev_scsi_adapter_routines_vector_type

typedef struct
{

io_driver_routines_vector_ type driver_routines;
dev_scsi_interface_routines_vector_type scsi_routines;
} dev_scsi_adapter_routines_vector_type ;
Description
This structure describes the adapter driver routines vector. Note that it contains both

the standard device driver routines vector and the additional adapter-driver-specific
routines vector.

dev_scsi_interface_routines_vector_type

typedef struct

{

uintl6_type version;

bitlé6_type flags:;

status_type (*register_requester)():
status_type (*set_unit_options) ()

void (*deregister_requester)();
status_type (*issue_command) ()

status_type (*issue_async_command)();
status_type (*get_device_info)();
status_type (*issue_command physical_mode) ()

} dev_scsi_interface routines_vector_type
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Description

This type describes the adapter-driver-specific routines vector. This vector contains a
pointer to each adapter driver routine that can be called by the adapter manager. The
version field is present to allow changes to this structure while retaining compatibility
with older user written device drivers. The structure as currently defined is version 1.
The flags field is currently unused.

dev_scsi_adapter_unit_spec_type

typedef struct

{
uint8_type secsi_id;
uint8_type unit;
} dev_scsi_adapter_unit_spec_type ;
Description

This structure is used to specify a particular instance of an SCSI device on an SCSI
adapter.

The fields in this structure are as follows:
scsi_id — The SCSI ID to which the device responds on the SCSI bus.

unit — The unit number of the device.

dev_adapter_request_block_type

typedef struct

{ .
misc_queue_links_type links;

uintl6_type type;

bitl6e_type request_flags;
uint32_type reserved;
io_device_handle_type adapter_handle;
dev_scsi_cmd_blk_type scsi_cmd_blk;
dev_scsi_adapter_unit_spec_type unit_spec;
io_buffer_ vector_type buffer vector;
dev_scsi_request_sense_buffer type sense_buffer;
boolean_type sync_io;
io_operation_record_ptr_type op_record_ptr;
io_completion_routine_ ptr_ type complete_io_routine;
misc_clock_value_type request_start_time;
misc_clock_value_type total_request_busy_ time;
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} dev_adapter_request_block_type;
Description

This structure is a generic parameter block that SCSI device drivers use to specify a
request to the supporting adapter driver.

The fields in this structure are as follows:

links — The queue manager uses this field to maintain the adapter request block
on the various queues on which it may be queued during processing.

type — This field defines the type of the adapter request block and hence
provides for multiple adapter request blocks. This provision has been made to
allow for new types of adapter request blocks that may be needed as new types of
adapters are added. This field must be defined. Check the
DEV_SCSI_ARB_TYPE definitions in dev_scsi_adapter_def.h for a current
listing of supported types.

request_flags — Flags field used to qualify the request. See the
DEV_SCSI_REQUEST_FLAGS definitions below for more information.

reserved — This field is reserved for future use by Data General and must always
be set to zero.

adapter_handle — The adapter driver uses this handle to map each instance of a
device to the data structures used to control it. This handle is used only by the
adapter driver. '

scsi_cmd_blk — The command block which specifies the request to be made to
the device. The SCSI command block is not interpreted by the adapter manager.

unit_spec — The device’s SCSI ID and unit number.

buffer_vector — A buffer vector describing the main memory area that is to be
involved in the I/O operation. Note that the SCSI interface manager assumes the
buffer vector contains only a single buffer descriptor.

sync_io — This is a flag field. When set, this field indicates that the request is to
be performed synchronously. If it is clear (false), the operation is performed
asynchronously.

op_record_ptr — When the operation is to be performed asynchronously, this
field contains a pointer to the original operation record that specified the request.

complete_jo_routine — When operation is to be performed asynchronously, this

field contains the address of the caller’s I/O completion routine. The I/O
completion routine will be called when the operation completes.
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request_start_time — This field is used to save the starting time of a request for
device usage accounting. Upon request completion, the start time is subtracted
from the current time to get the total time required to process the request. This
field is not used by the SCSI interface manager; it used is only by the SCSI
device drivers.

total_request_busy_time — This field specifies the total amount of time that the
target physical device spent processing the request. Since the SCSI device drivers
have no precise knowledge of when the target device actually starts or completes

a request, this information must be obtained from the supporting SCSI interface
manager.

DEV_SCSI_REQUEST_FLAGS

The following constants define bit positions of the request flags used in the
request_flags field of an adapter request block described by
dev_adapter_request_block_type.

#define DEV_SCSI_REQUEST_ FLAGS_KERNEL_BUFFER 0x000001

This literal indicates that the data buffer address specified in the request block is a
kernel address.

#define DEV_SCSI_REQUEST FLAGS_PHYSICAL_BUFFER 0x000002

This literal indicates that the data buffer address specified in the request block is a
physical address.

#define DEV_SCSI_REQUEST_ FLAGS_SB_DONE 0x000004
This literal is used by the DG/UX sector-buffering mechanism. When set, it indicates
that the current request is done. Sector buffering is performed by the DG/UX SCSI
disk driver to allow access to a disk that does not have standard 512-byte sectors.
#define DEV_SCSI_REQUEST_FLAGS_SB 0x000008

This literal is used by the DG/UX sector-buffering mechanism. When set, it indicates
that sector buffering is enabled for device access.

#define DEV_SCSI_REQUEST FLAGS_SB_READ 0x0000010

This literal is used by the DG/UX sector-buffering mechanism. When set, it indicates
that a sector buffered read is taking place.

#define DEV_SCSI_REQUEST_FLAGS_DATA_XFER_IN 0x0000020
This literal, if set, indicates that the data transfer direction is from the adapter to the

host (that is, a read). If clear, the data transfer direction is from the host to the
adapter (that is, a write). This flag is valid only if the number of bytes being
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transferred is greater than zero.

dev_scsi_adapter_unit_registration_blk_type

typedef struct
{

io_device_number_type adapter_device_ number;
dev_scsi_adapter_unit_spec_type unit_spec;
io_device_handle_type adapter_ handle;
io_device_handle_type driver_handle;
uintl6_type max_concurrent requests;
uint32_type max_request_size;
bit8_type device_type;

} dev_scsi_adapter_unit_registration_blk_type

Description

This structure is used by an SCSI device driver to register a physical unit with the
SCSI adapter manager. Registration establishes a direct link between the device
driver and the adapter manager service routines. Registering a unit consists of the
device driver and the adapter driver exchanging information. This structure is a
simple packaging of several variables needed for the registration process.

The fields in this structure are as follows:

adapter_device_number — The major and minor device numbers of the SCSI
adapter with which the unit is being registered.

unit_spec — The SCSI ID and unit number of the device being registered.

adapter_handle — The handle that the SCSI adapter manager returns to the
device driver requesting the registration. It is passed as an argument to the
adapter driver routines to identify the physical unit that is the target of a request.

driver_handle — This is a unit handle that points to a driver-defined block of
information specific to the unit being addressed. The device driver may pass this
handle to the adapter manager when it registers the unit. The adapter manager
saves this handle and returns it to the driver when the driver calls the adapter’s
dev_xxx_get_device_info routine. The adapter manager does mnot interpret this
field.

max_concurrent_requests — The maximum number of concurrently executing
requests on the unit that the driver will allow.

max_request_size — The adapter driver uses this field to return the maximum
number of bytes transferable between the host and device in z single operation.
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device_type — If a device is already registered with the specified SCSI ID and
unit number, the device type of the registered device is returned in this field.
Otherwise, the device type specified by device_type is recorded for the device.

dev_adapter_physical_request_blk_type

typedef struct
{

uintl6_type type;

uintl6_type reserved;

uint32_type reservedl;
dev_scsi_cmd_blk_type scsi_cmd_blk;
io_buffer vector_type buffer_vector;
dev_scsi_request_sense_buffer_type sense buffer;
dev_scsi_mode buffer type mode_select_buffer;
uintl6_type volume;
dev_scsi_adapter_unit_spec_type unit_spec;
io_device_number_type adapter_device_number;
boolean_type is_open;

boolean_type first_block_on_medium;

} dev_adapter_ physical_ request_blk_type
Description

This structure defines the information block that is used by SCSI device drivers to
specify an SCSI bus request when the system is in shutdown mode and a system
dump is in progress.

The fields in this structure are as follows:

type — This field defines the type of the adapter request block and hence
provides for multiple adapter request blocks. This provision has been made to
allow for new types of adapter request blocks that may be needed as new types of
adapters are added. This field must be defined. Check the
DEV_SCSI_ARB_TYPE definitions in dev_scsi_adapter_def.h for a current
listing of supported types.

reserved — This field is reserved for future use by Data General and must always
be set to zero.

reservedl — This field is reserved for future use by Data General and must
always be set to zero.

scsi_emd_blk — The SCSI command block, which specifies the request to be

made to the device. The SCSI command block is not interpreted by the adapter
manager.
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buffer_vector — A buffer vector describing the main memory area that is to be
involved in the I/O operation. Note that the SCSI interface manager assumes the
buffer vector contains only a single buffer descriptor.

sense_buffer — Buffer to which sense information is returned if a request results
in a Check Condition status.

mode_select_buffer — Buffer to which the device’s current operating mode
information is saved.

volume — Specifies the current volume number.
unit_spec — The device’s SCSI ID and unit number.

adapter_device_number — The major and minor device number of the target
adapter.

is_open — This is a flag field. When set, it indicates that the tape has been
successfully opened as a system dump target.

first_block_on_medium — If an error occurs, this flag is used to determine
whether to prompt for a new tape or to flag the shutdown manager to restart
from the last checkpoint.

dev_scsi_adapter_unit_options_block_type

typedef struct
[ .
misc_clock_value_ptr_type disconnect_timeout ptr;
misc_clock_value_ptr_ type bus request_timeout_ptr:;

uint8_type max_disconn_reconn_per_ command;
uint8_type adapter_retries;
uint8_type sense_bytes;
boolean_type synchronous_data_transfers;
boolean_type perform_request_sorting;
} dev_scsi_adapter_unit_options_block_type ;
Description

This structure is used by an SCSI device driver to specify various unit options to the
dev_xxx_set_unit_options interface of the supporting SCSI adapter driver.

The fields in this structure are as follows:
disconnect_timeout_ptr — A pointer to a "misc_clock” value. This value

determines how long the adapter driver will wait after a disconnect has occurred
before assuming that an error has taken place and that the reselect will not be
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occurring. If the timeout interval expires, a timeout error will be reported back to
the caller. A disconnect_timeout_ptr of
DEV_SCSI_ADAPTER_NULL_TIMEOUT_PTR disables disconnect timeouts

for the device.

bus_request_timeout_ptr — A pointer to a "misc_clock” value. This value
determines how long the adapter driver will wait after a bus request has been
made before assuming an error has taken place and the request is aborted. A
bus_request_timeout_ptr of DEV_SCSI_ADAPTER_NULL_TIMEOUT_PTR
disables bus request timeouts for the device.

max_disconn_reconn_per_command — The maximum number of times that the
SCSI target device can be expected to disconnect and reconnect during the
execution of a single command. This value is used by some SCSI adapter drivers
to calculate the maximum amount of time that a single request to the SCSI
adapter should take. The time value is used as a backup timeout mechanism for
SCSI adapters that manage disconnect timeouts and bus request timeouts
internally. A value of zero for this field inhibits the device from disconnecting
while a2 command is executing.

adapter_retries — The number of times the SCSI adapter driver will reissue a
request if the request results in a hard I/O error. |

sense_bytes — The number of sense bytes that will be returned from the device if |
a command to the device results in a Check Condition status.

synchronous_data_transfers — If non-zero, this flag indicates that data transfer
to/from the device should be done in SCSI synchronous mode. If this option is
selected on a device that does not support synchronous transfers, data will be
transferred in asynchronous mode with no error reported to the driver.

perform_request_sorting — If non-zero, this flag indicates that the adapter driver
should perform request sorting and ordering to provide more efficient access to
the specified device.

SCSI Adapter Unit Options Block Literals

These definitions specify various constants that apply to Set Unit Options SCSI
adapter routine.

#define DEV_SCSI_ADAPTER_NULL_TIMEOUT_PTR
((misc_clock_value_ptr_type)DEFAULT_NULL_LINK)

This timeout pointer is specified in a unit options block to disable timeouts for 2 unit.
#define DEV_SCSI_ADAPTER_MIN_TIMEOUT_VALUE

This literal defines the minimum timeout value supported by an SCSI adapter driver.
This value is in units of 1 millisecond.
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$define DEV_SCSI_ADAPTER_MAX_TIMEOUT_ VALUE
This literal defines the maximum timeout value supported by an SCSI adapter driver.
This value is in units of milliseconds. Currently the maximum timeout interval
supported is 30 minutes.
#define DEV_SCSI_ADAPTER_MIN_ADAPTER_RETRIES

This literal defines the minimum number of adapter retries that may be specified in a
Set Unit Options block.

#define DEV_SCSI_ADAPTER MAX_ ADAPTER_RETRIES

This literal defines the maximum number of adapter retries that may be specified ina
Set Unit Options block.

#define DEV_SCSI_ADAPTER_MIN_SENSE BYTES

This literal defines the minimum number of sense bytes that may be specified in a Set
Unit Options block.

$define DEV_SCSI_ADAPTER MAX_SENSE_BYTES

This literal defines the maximum number of sense bytes that may be specified in a Set
Unit Options block.

#define DEV_SCSI_ADAPTER_MIN_DISCON_RECON

This literal defines the minimum number disconnect/reconnects per command that
may be specified in a set unit options block.

#define DEV_SCSI_ADAPTER_MAX_DISCON_RECON

This literal defines the maximum number disconnect/reconnects per command that
may may be specified in a Set Unit Options block.

Interfaces for Adapter Driver Routines

DG/UX device driver routines use adapter drivers to interface to the SCSI bus. To
write an adapter driver you must supply all the routines listed below. These routines
must conform to the interface, as described in the rest of this chapter. As with
device driver routines, substitute your own device mnemonic for the xxx shown in the
routine names in this section.

You supply the entry points to your adapter routines in your routines vector which is

defined in dev_xxx_global_data.c. SCSI device drivers obtain the vector to their
adapter driver’s routines during device configuration.
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The adapter driver routines described in this chapter are listed below:
® dev_xxx_register_requester
e dev_xxx_set_unit_options
e dev_xxx_deregister_requester
® dev_xxx_issue_command
e dev_xxx_issue_async_command
® dev_xxx_get_device_info

® dev_xxx_issue_command_physical_mode
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dev_xxx_register_requester

Syntax
status_type dev_xxx register_requester (rb_ptr)

dev_scsi_adapter_unit_registration_blk_ptr_type rb_ptr;
/*READ/WRITE*/

Summary

This routine associates the specified device with an SCSI adapter, thereby
establishing a link between the device driver and the adapter service routines.

Parameters
rb_ptr — A pointer to an SCSI adapter registration block.

Description
This routine adds an entry to the unit table associated with the specified SCSI
ID and unit number. The unit table entry consists of a device type specifier
and an opaque unit handle, which is meaningful only to the device driver. The

unit table entry provides a bridge between the device driver and the adapter
driver routines.

If the unit table entry specified by the SCSI ID and unit number is already
occupied, an error is returned. Also, the device type of the device occupying
the entry is returned so that the caller can distinguish between
IO_ENXIO_DEVICE_IS_ALREADY_CONFIGURED and
IO_ENXIO_DEVICE_DOES_NOT_EXIST.

Return Values
OK — The specified device was successfully registered with the adapter.

IO0_ENXIO_DEVICE_IS_ALREADY_CONFIGURED — A device is already
registered at the location specified by rb_ptr.
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dev_xxx_set_unit_options

Syntax

status_type dev_xxx_set_unit_options (adapter_handle,
unit_options_block_ptr)

io_device_handle_type adapter_handle; /*READ ONLY*/

dev_scsi_adapter_unit_options_block_ptr_type
unit_options_block_ptr;/*READ ONLY*/

Summary
Set the unit options of a registered device.

Parameters

adapter_handle — The device handle of the physical unit which is the target
of the set unit options operation. This handle must be the device handle that
was returned by the register-requester routine of the adapter manager.

unit_options_block_ptr — Pointer to a unit options block that specifies the
options to be selected for the unit.

Description

This routine is called to set the various unit options that describe how the
SCSI adapter driver manages a request that has been issued over the SCSI
bus to a physical unit. See the definition of the
dev_scsi_adapter_unit_options_block in the file dev_scsi_adapter_def.h for a
complete description of the unit options supported.

Return Values
OK — The requested options were selected successfully.

DEV_STATUS_SCSI_ILLEGAL_UNIT_OPTIONS_VALUE — An illegal
option value was detected in the callers Set Unit Options Block.

IO_EIO_PHYSICAL_UNIT_FAILURE — The Set Unit Options command
issued to the adapter resulted in an error.
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dev_xxx_deregister_requester

Syntax
void dev_xxx_deregister_requester (adapter_handle)
io_device_handle_type adapter_handle;/*READ ONLY*/
Summary

This routine terminates the link between the SCSI adapter manager and the
device referenced by adapter_handle.

Parameters
adapter_handle — The device handle of the physical unit that is to be
deregistered. This handle must be the device handle that was returned by the
register-requester routine of the adapter manager.

Description
See Summary.

Return Values

None.
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dev_xxx_issue_command

Syntax
status_type dev_xxx_issue_command (arb_ptr)
dev_adapter_request_block_ptr_type arb_ptr; /*READ/WRITE*/
Summary
Issue an SCSI command synchronously through the adapter to a target device.

Parameters

arb_ptr — A pointer to a generic adapter request block that holds all
information which describes the request.

Description

This routine transfers request information from the generic adapter request
block to an adapter-specific parameter block and calls the adapter driver to

execute the request.

If the request completes with a Check Condition status, sense information
from the device is automatically returned in the adapter request block.

Return Values
OK — A synchronous request completed successfully.

Other return values that you deem necessary — The receiving device drivers
should be prepared to handle these return values.
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dev_xxx_issue_async_command

Syntax
status_type dev_xxx_issue_async_command (arb_ptr)
dev_adapter_request_block_ptr_type arb_ptr;/*READ/WRITE*/
Summary

Issue an SCSI command asynchronously through the adapter to a target
device.

Parameters

arb_ptr — A pointer to a generic adapter request block which holds all
information that decribes the request.

Description

The adapter request block is added to the asynchronous request queue and an

attempt is made to obtain the specified controller’s command list request

lock. If the lock is obtained, dev_xxx_start_async_request is called to start
the request. Control is returned to the caller as soon as the request has been
issued through the adapter to the physical unit. The Driver or Generic
Daemon handles request completion and starts the next request in the queue
if there is one.

If the command list request lock cannot be obtained, the request is left on the
request queue and the function returns immediately. The enqueued request is

started when the currently executing request and all requests ahead in the
queue have been executed.

Return Values

OK — The request was successfully started. This status does not indicate that

the request has completed successfully.
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dev_xxx_get_device_info

status_type dev_xxx_get_device_info (adapter_device_number,
unit_spec,
device_type,
driver_handle ptr)

io_device_number_type adapter_device_ number;/*READ ONLY*/
dev_scsi_adapter_unit_spec_type unit_spec;/*READ ONLY*/

bit8_type device_type; /*READ ONLY*/
bit32e_ptr_ type driver_handle ptr; /*WRITE ONLY*/
Summary
This routine retrieves device information associated with a specified registered
device.
Parameters

adapter_device_number — The major and minor device number of the SCSI
adapter used to access the target unit.

unit_spec — The SCSI ID and unit number of the target device.

device_type — Device type of device expected to be registered for unit
number and SCSI ID.

driver_handle_ptr — A pointer to where the device information is to be
returned.

Description
Return the opaque driver handle that was registered with the device. This
routine takes the place of io_get_device_info for SCSI devices that don’t have
DIT entries.

Return Values
OK — The opaque driver handle was successfully retrieved and returned.

TIO_ENXIO_DEVICE_IS_NOT_CONFIGURED — A device of the specified
type is not registered at the SCSI ID and unit number slot.
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dev_xxx_issue_command_physical_mode

Syntax

status_type dev_xxx_issue_command physical mode
(request_blk_ptr)

dev_adapter_physical_request_blk_ptr_type request_blk_ptr;
/*READ/WRITE*/

Summary
Issue a physical I/O request through the SCSI adapter to a target device.

Parameters

request_blk_ptr — A pointer to a request block that holds information that
specifies the request. Note that this is a special version of the adapter request
block and is not the same as the request block used during normal system
operation.

Description

This routine is called to issue a synchronous I/O request over the SCSI bus
without the use of the normal operating system facilities. Synchronization is
done without the use of event counters or interrupts. All buffer addresses are
assumed to be physical. The system is assumed to be running a single thread
of control, so no lock mariagement is required.

Return Values

OK — A synchronous request completed successfully or an asynchronous
request was started.

DEV_STATUS_SCSI_CMD_COMPLETE_CHECK_CONDITION — The
command completed with a Check Condition status, and sense information is
available in the caller’s sense buffer.

I0_EIO_HARD_IO_ERROR — The command completed with a check
condition status, and the subsequent request sense command failed.

Other return values that you deem necessary. The receiving device drivers
should be prepared to handle these return values.

End of Chapter
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Chapter 5
Managing Your Adapter From
Your Device Driver

In hardware, an adapter controls the devices attached to it. In software, however, the
adapter driver routines are invoked by the device drivers. However, in order to keep
the device driver code from being fixed to a particular adapter driver, device drivers
interface to their adapter drivers through an adapter manager which multiplexes
device driver calls to the correct adapter driver. The adapter manager consists of a
standard set of adapter driver routines with the generic mnemonic scsi_adapter. The
device driver identifies the target adapter by passing its adapter’s device name or
device number as parameters to the adapter manager function.

This chapter describes adapter manager routines that SCSI device drivers use to
interface to their SCSI adapter drivers. It includes the following commands:

® dev_scsi_adapter_configure

® dev_scsi_adapter_device_to_name

® dev_scsi_adapter_name_to_device

® dev_scsi_adapter_open_dump

® dev_scsi_adapter_register_requester

® dev_scsi_adapter_set_unit_options

® dev_scsi_adapter_deregister_requester

® dev_scsi_adapter_issue_command

® dev_scsi_adapter_issue_async_command
® dev_scsi_adapter_get_device_info

® dev_scsi_adapter_issue_command_physical_mode
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Constants and Data Structures

In general, the adapter manager routines use the same data structures described for
user-supplied adapter drivers. See Chapter 4 for a discussion of these data structures.
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dev_scsi_adapter_configure

Syntax

status_type dev_scsi_adapter_configure (name_ptr)

char_ptr_type name_ptr; /*READ ONLY%*/
Summary
This routine locates the SCSI adapter manager specified by name_ptr and
calls its configuration routine. '
Parameters

name_ptr — Pointer to the SCSI adapter name as specified in the DG/UX
system file.

Description
This routine invokes the proper adapter manager configuration routine.
Return Values

The return value will be whatever is returned by the adapter manager
configure routine.
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dev_scsi_adapter_device_to_name

Syntax
status_type dev_scsi_adapter_device_to_name (device_ number,
name_ptr,

size)

io_device_number_ type device_number; /*READ ONLY*/

char_ptr_type name ptr; /*READ ONLY*/
uint32_type size; /*READ ONLY*/
Summary

This routine locates the SCSI adapter manager specified by the device
number and calls its device-to-name routine.

Parameters

device_number — The device number of the SCSI adapter for which the
character string name is wanted.

name_ptr — A pointer to where the null-terminated character string name is
to be written.

size — The maximum number of bytes, including the terminating null, that is
to be written to name_ptr.

Description
This routine invokes the proper adapter manager device-to-name routine.
Return Values

The return value will be whatever is returned by the adapter manager device-
to-name routine.
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dev_scsi_adapter_name_to_device

Syntax

status_type dev_scsi_adapter_name_to_device (name_ptr,
device_number_ ptr)

char_ptr_type name ptr; /*READ ONLY*/
io_device_number_ptr_type device number_ ptr; /*WRITE ONLY*/

Summary

This routine locates the SCSI adapter manager specified by name_ptr and
calls its name-to-device routine.

Parameters

name_ptr — Pointer to the SCSI adapter name as specified in the DG/UX
system file.

device_number_ptr — Pointer to where the SCSI adapter major and minor
number is to be returned.

Description
This routine invokes the proper adapter manager name-to-device routine.
Return Values

The return value will be whatever is returned by the adapter manager name-
to-device routine.
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dev_scsi_adapter_open_dump

Syntax

status_type dev_scsi_adapter_open dump (name_ptr,
major_device_ptr)

char_ptr type name_ptr; /*READ ONLY*/

io_major_device_ number_ptr type major_device ptr;
/*WRITE ONLY*/

Summary

This routine locates the SCSI adapter manager specified by name_ptr and
calls its open-dump routine.

Parameters

name_ptr — A pointer to the null-terminated character string identifying the
adapter to be opened to allow access to a dump destination device.

major_device_ptr — A pointer to where the major device number of the
driver that successfully opens the dump device is to be written.

Description
This routine invokes the proper adapter manager open-dump routine.
Return Values

The return value will be whatever is returned by the adapter manager open-
dump routine.
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dev_scsi_adapter_register_requester

Syntax
status_type dev_scsi_adapter_register_requester
(major_number,
rb_ptr)
io_major_device_number_type major_number;/*READ ONLY*/

dev_scsi_adapter_unit_registration_blk_ptr_type rb_ptr;
/*READ ONLY?*/

Summary

This routine locates the SCSI adapter manager specified by the device
pumber and calls its register-requester routine.

Parameters

major_number — The major device number of the SCSI adapter device that
the device driver is registering with.

rb_ptr — A pointer to an SCSI adapter registration block.
Description

This routine invokes the proper adapter manager register-requester routine.
Return Values

The return value will be whatever is returned by the adapter manager register-
requester routine.
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dev_scsi_adapter_set_unit_options

Syntax

status_type dev_scsi_adapter_set_unit_options (major_number,
apter_handle,unit_options_block_ptr)

io_major_device_ number_type major_number; /*READ ONLY*/
io_device_handle_type adapter_handle; /*READ ONLY*/
dev_scsi_adapter_unit_options_block_ptr_type
unit_options_block_ptr;
/*READ ONLY*/

Summary

This routine locates the SCSI adapter manager specified by the device
number and calls its set-unit-options routine.

Parameters

major_number — The major device number of the SCSI adapter device used
to reference the unmit that is the target of the set-unit-options operation.

adapter_handle — The device handle of the physical unit the is the target of
the set-unit-options operation. This handle must be the device handle that was
returned by the register-requester routine of the adapter manager.

unit_options_block_ptr — Pointer to a unit options block that specifies the
options to be selected for the unit.

Description
This routine invokes the proper adapter manager set-unit-options routine.

Return Values

The return value will be whatever is returned by the adapter manager set-unit-
options routine.
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dev_scsi_adapter_deregister_requester

Syntax

void dev_scsi_adapter_deregister_requester (major_number,
adapter_handle)

io_major_device_number_type major_number; /*READ ONLY*/
io_device_handle_type adapter_handle; /*READ ONLY?*/
Summary

This routine locates the SCSI adapter manager specified by the device
number and calls its deregister-requester routine.

Parameters

major_number — The major device number of the SCSI adapter device that
the unit is registered with.

adapter_handle — The device handle of the physical unit that is to be
deregistered. This handle must be the device handle that was returned by the
register-requester routine of the adapter manager.
Description
This routine invokes the proper adapter manager deregister-requester routine.
Return Values

The return value will be whatever is returned by the adapter driver’s
deregister-requester routine.
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dev_scsi_adapter_issue_command

Syntax
status_type dev_scsi_adapter_issue_command
(major_number,

arb_ptr)

io_majoi_device_number_type major_pumber; /*READ ONLY*/
dev_adapter_request_block_ptr_type arb_ptr /*READ ONLY*/

Summary
This routine locates the SCSI adapter manager specified by the device
number and calls its issue-command routine. The issue-command routine is
the entry point used to perform synchronous I/O through the SCSI interface.

Parameters

major_number — The major device number of the SCSI adapter device used
to reference the target device.

arb_ptr — A pointer to a generic adapter request block that holds all
information that describes the request.

Description
This routine invokes the proper adapter manager issue-command routine.
Because of certain hardware restrictions, you may transfer only an even
number of bytes when using this routine. In addition, the starting buffer

address must be aligned on an even-byte boundary. Thus, the buffer may
start on byte zero (0) or two (2) of a word, but not on bytes one (1) or three

3)-
Return Values

The return value will be whatever is returned by the adapter manager issue-
command routine.
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dev_scsi_adapter_issue_async_command

Syntax

status_type dev_scsi_adapter_issue_async_command
(major_number,

arb_ptr)
io_major_device_number_type major_number;/*READ ONLY*/
dev_adapter_request_block_ptr_ type arb_ptr; /*READ ONLY*/

Summary

This routine locates the SCSI adapter manager specified by the device
number and calls its issue-async-command routine. The issue-async-command
routine is the entry point used to perform asynchronous I/O through the SCSI
interface.

Parameters

major_number — The major device number of the SCSI adapter device used
to reference the target device.

arb_ptr — A pointer to a generic adapter request block that holds all
information that describes the request.

Description

This routine invokes the proper adapter manager issue-async-command
routine.

Because of certain hardware restrictions, you may transfer only an even
number of bytes when using this routine. In addition, the starting buffer
address must be aligned on an even-byte boundary. Thus, the buffer may
start on byte zero (0) or two (2) of a word, but not on bytes one (1) or three

3-
Return Values

The return value will be whatever is returned by the adapter manager issue-
command routine.
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dev_scsi_adapter_get_device_info

Syntax

status_type dev_scsi_adapter_get_device_info (name_ptr,
unit_spec,
device_type,
driver_handle_ptr)

char_ptr_type name_ptr; /*READ ONLY*/
dev_scsi_adapter_unit_spec_type unit_spec; /*READ ONLY*/
bit8_type device_type: /*READ ONLY*/

io_device_handle ptr_type driver_handle ptr;/*WRITE ONLY*/

Summary

This routine locates the SCSI adapter manager specified by the device name
and calls its get-device-info routine.

Parameters

name_ptr — A pointer to the target SCSI adapter’s name, as specified in the
DG/UX system file.

unit_spec — The SCSI ID and unit number of the target device.

device_type — Device type of device expected to be registered for unit
number and SCSI ID.

driver_handle_ptr — A pointer to where the device information is to be
returned.

Description

This routine invokes the proper adapter manager get-device-info routine.

Return Values

512

The return value will be whatever is returned by the adapter manager get-
device-info routine.
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dev_scsi_adapter_issue_command_physical_mode

Syntax
status_type dev_scsi_adapter_issue command_ physical_mode
(major_number,
request_blk_ptr)
io_major_device_number_type ajor_number; /*READ ONLY*/
dev_adapter_physical_request_blk ptr_ type request_blk_ptr;
/*READ ONLY*/
Summary

This routine locates the SCSI adapter manager specified by the device
number and calls its issue-command-physical-mode routine.

Parameters

major_number — The major device number of the SCSI adapter device used
to reference the target of the request.

request_blk_ptr — A pointer to a request block that holds information which
specifies the request.

Description

This routine invokes the proper adapter manager issue-command-physical-
mode routine.

Because of certain hardware restrictions, you may transfer only an even
number of bytes when using this routine. In addition, the starting buffer

address must be aligned on an even-byte boundary. Thus, the buffer may
start on byte zero (0) or two (2) of a word, but not on bytes one (1) or three

3).

‘Return Values

The return value will be whatever is returned by the adapter manager issue-
command-physical-mode routine.

End of Chapter
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Chapter 6
Process Synchronization and
Timing

This chapter describes all DG/UX kernel routines used in process management and
timing. Included are routines that handle eventcounters, signals, and clock
operations. Also included in this chapter are routines for implementing locks on
critical sections of data.

This chapter is divided into five major sections, as follows:

® Synchronization Routines — Routines used to synchronize processes using
eventcounters.

® Process Signal Management Routines — Routines used to process signals.

® Lock Management Routines — Routines used to protect critical sections of
data.

® Clock Routines — Routines used to manage the system clock.

e Interrupt Handling Routines — Routines used in handling interrupts.
Each section introduces the major features of the routines that follow. Following
each introduction is a "Constants and Data Structures” section, which lists some of

the constants and data structures used by the routines. For a full list of constants and
data structures, see the include files listed in Chapter 3.
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Synchronization Routines

The routines in this section are used to manipulate eventcounters. Eventcounters are
used as synchronization primitives. The main synchronization operations performed
are await and advance. For more information on await and advance, sequencers, and
eventcounters, see the Communications of the ACM papers listed in the preface, in
the section called "Other Documents."

Await allows a process to wait for any of several events to be satisficd. Here an
event refers to an eventcounter and an eventcounter value. The event is said to be
satisfied when the value of the eventcounter is greater than or equal to the awaited
value. If the await call is made, and one or more of the specified events is already
satisfied, the process continues execution following the call to await. If none of the
specified events is satisfied, the process enters the awaiting state where it does not
compete for CPU resources.

The advance operation increments the value of the specified eventcounter and then
checks to see whether the new value of the incremented eventcounter causes any
events to be satisfied. If the process associated with a satisfied event is still in the
awaiting state, it is scheduled to run.

Sequencers are provided to extend the functionality of eventcounters. Sequencer
routines allow a caller to allocate unique eventcounter values for use in constructing
events.

When one of the events occurs, a process awaiting multiple events is returned an
index into the event list submitted to vp_await_ec. The index identifies the event in
the list that caused the await to be satisfied. However, the event specified by the
index is not necessarily the only event that has occurred in the list. A process may
determine which events have occurred by calling the routine vp_has_event_occurred
for each entry in the event list.

A process doing a vp_await_ec that can pend indefinitely (such as waiting for
terminal input) should not hold any locks. Doing so will inadvertently tie up a virtual
processor (VP) the entire time the process is waiting.

If you use routines from this section, you must allocate the space used by the event
and eventcounter instances (see the "Constants and Data Structures” section below).

Eventcounters are normally allocated from global memory. Event types are allocated
dynamically, as needed.

The following routines are described in this section:
® vp_add_to_ec_value
e vp_advance_ec

® vp_await_ec

6-2 Licensed material—property of Data General Corporation 093-701053



Synchronization Routines

e vp_convert_clock_value_to_ec_value
e vp_convert_ec_value_to_clock_value
e vp_get_next_ec_value

e vp_has_event_occurred

® vyp_increment_ec_value

e vp_initialize_ec

e vp_initialize_sequencer

® vp_read_ec

e vp_ticket_sequencer

e vp_are_ec_values_equal

Routines beginning with vp require the i_vp.h include file.

Constants and Data Structures

This section discusses some of the data structures used by synchronization routines.
Try to avoid dependencies on the specifics of these structures, such as size or
location of fields, because these specifics may change in later releases of the software.

NOTE: Because constants and data structures are subject to change, you must verify
exact variable definitions in the appropriate include file (for example, check
i_vp.h for structures beginning with the vp acronym). Chapter 3 lists the
various include files.

vp_event_type

typedef struct
{
vp_ec_ptr_type name;
vp_ec_value_type value;
}
vp_event_type ;

This structure defines an event, which is an eventcounter name and an eventcounter
value. The event is said to occur or to be satisfied when the value of the
eventcounter pointed to by the name field is greater than or equal to the value

field.
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vp_add_to_ec_value

Syntax
void vp_add_to_ec_value (ec_value_ptr, addend)

vp_ec_value_ptr_type ec_value ptr; /*READ/WRITE*/
uint32_type addend; /*READ ONLY*/

Summary

This routine adds the given value to the specified eventcounter value.

Parameters

ec_value_ptr — A pointer to the eventcounter value to be added to.

éddend — The value to be added to the eventcounter value.

Description

The specified 32-bit integer is added to the specified eventcounter value.

Return Values
None.

Exceptions
None.

Abort Conditions

None.
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vp_advance_ec
Syntax

void vp_advance_ec (ec_name)

vp_ec_ptr_type ec_name; /*READ ONLY*/
Summary

This routine performs an advance (by one) on the specified eventcounter.
Any processes awaiting on the new value of the eventcounter will be notified.

Parameters
ec_name — A pointer to the eventcounter to be advanced.

Description
The eventcounter is indivisibly incremented, and any processes awaiting on
the new value are notified. If a higher priority process becomes eligible to
run as a result of the notification, it may-be rescheduled. Thus, your process
may be pre-empted if you call this routine.

Return Values
None.

Exceptions

None.
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vp_await_ec

Syntax
void vp_await_ec (event_list, list_size, list_index ptr)
vp_event_type event_list[]; /*READ ONLY*/
int32_type list_size; /*READ ONLY*/
int32_ptr_type list_index_ptr; /*WRITE ONLY*/
Summary

This routine performs the await operation on one or more events. The calling
process will be suspended until at least one of the specified events is satisfied.

Parameters
event_list — An array of events for which the process wishes to await.
list_size — The number of elements in event_list.

list_index_ptr — A pointer to the array index (zero based) of an event that is
satisfied when the call returns.

Description
This routine causes the calling process to be suspended until any one of the
supplied events has been satisfied. If any of the events is satisfied at the time
the call is made, the process is not suspended. When the call returns, the
list_index_ptr is set to the index of an event that is satisfied, but if more than

one event is satisfied, no statement is made about which event will be
indicated by list_index_ptr.

Return Values
None.
Exceptions

None.
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vp_convert_clock_value_to_ec_value

Syntax

void vp_convert_clock_value_to_ec_value (clock_value ptr,
ec_value_ptr)

misc_clock_value ptr_type clock_value ptr; /*READ ONLY?*/
vp_ec_value_ptr_type ec_value ptr; /*WRITE ONLY*/

Summary

This routine converts a clock value into an eventcounter value.
Parameters

clock_value_ptr — A pointer to a clock value.

ec_value_ptr — A pointer to the location where the corresponding
eventcounter value is to be written.

Description

This routine converts a clock value into an eventcounter value. Converting
from clock value to eventcounter value requires converting the 64-bit clock
value to a 32-bit eventcounter value.

The number of bits to take from the high and low word of the clock value are

defined in i_vp.h as VP_CLOCK_TO_EC_HIGH_BITS and
VP_CLOCK_TO_EC_LOW_BITS.

Return Values
None.
Exceptions

None.
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vp_convert_ec_value_to_clock_value

Syntax

void vp_convert_ec_value_to_clock_value (ec_value_ptr,
clock_value_ptr)

vp_ec_value_ptr_ type ec_value_ ptr; /*READ ONLY*/
misc_clock_value_ptr_type clock_value ptr; /*WRITE ONLY*/

Summary

This routine converts an eventcounter value into a clock value.
Parameters

ec_value_ptr — A pointer to an eventcounter value.

clock_value_ptr — A pointer to the location where the corresponding clock
value is to be written.

Description
This routine converts an eventcounter value into a clock valile. Conversion
from eventcounter value to clock value requires converting a 32-bit
eventcounter value to a 64-bit clock value.
The number of bits to assign to the high and low word of the clock value are
defined in i_vp.h as VP_CLOCK_TO_EC_HIGH_BITS and
VP_CLOCK_TO_EC_LOW_BITS.

Return Values
None.

Exceptions

None.
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vp_get_next_ec_value

Syntax
void vp_get_next_ec_value (ec_name, ec_value_ptr)

vp_ec_ptr_type ec_name; /*READ ONLY*/
vp_ec_value_ptr_type ec_value ptr; /*WRITE ONLY*/

Summary

This routine indivisibly reads the specified eventcounter and returns its value
plus one.

Parameters
ec_name — A pointer to the eventcounter to be read.

ec_value_ptr — A pointer to the location where the eventcounter value (plus
one) is to be written.

Description
The eventcounter is read indivisibly with respect to other processors and with
respect to the executing processor’s interrupt level. The value is then
incremented by one, which is equal to the value that will be reached the next
time the eventcounter is advanced.

Return Values
None.

Exceptions

None.
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vp_has_event_occurred

Syntax
boolean_type vp_has_event_occurred (event ptr)
vp_event_ptr type event_ptr; /*READ ONLY*/
Summary
This routine determines whether the given event has occurred.
Parameters
event_ptr — A pointer to the subject event.
Return Values
TRUE — The event has been satisfied.
FALSE — The event has not yet occurred.
Exceptions

None.
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vp_increment_ec_value
Syntax
void vp_increment_ec_value (ec_value_ptr)
vp_ec_value_ptr_type ec_value_ptr; /*READ WRITE*/
Summary

This routine increments the specified eventcounter value.
Parameters

ec_value_ptr — A pointer to the eventcounter value to be incremented.
Description

This routine simply takes the eventcounter value passed in and increments it.
Return Values

None.
Exceptions

None.
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vp_initialize_ec
Syntax

void vp_initjialize_ec (ec_name)

vp_ec_ptr_type ec_name; /*READ ONLY*/
Summary

This routine initializes an eventcounter.
Parameters
ec_name — A pointer to the eventcounter to be initialized.
Description
The eventcounter value is set to zero.
Return Values
None.
Exceptions

None.
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vp_initialize_sequencer

Syntax
void vp_initialize_ sequencer (seq_name)
vp_ec_ptr_type seq_name; /*READ ONLY*/
Summary

This routine initializes a sequencer.
Parameters
seq_name — A pointer to the sequencer to be initialized.
Description
The sequencer value is set to zero.
Return Values
None.
Exceptions

None.
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vp_read_ec

Syntax
void vp_read_ec (ec_name, ec_value_ptr)
vp_ec_ptr_type ec_name; /*READ ONLY*/
vp_ec_value_ptr_ type ec_value ptr; /*WRITE ONLY*/

Summary

This routine indivisibly reads the specified eventcounter and returns the value
in the variable pointed to by ec_value_ptr.

Parameters
ec_name — A pointer to the eventcounter to be read.

ec_value_ptr — A pointer to the location in which the eventcounter value is
to be written.

Description

The eventcounter is read indivisibly with respect to other processors and with
respect to the executing processor’s interrupt level.

Return Values
None.
Exceptions

None.
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vp_ticket_sequencer

Syntax
void vp_ticket_sequencer (seq_name, seq_value_ptr)
vp_ec_ptr type seq_name; /*READ ONLY*/

vp_ec_value_ptr_ type seq _value ptr; /*WRITE ONLY*/
Summary

This routine indivisibly increments the value of the specified sequencer and
returns the new value (that is, the value after the increment).

Parameters
seq_name — A pointer to the sequencer to be ticketed.

seq_value_ptr — A pointer to the location in which the new value of the
sequencer is to be written.

Description

The sequencer value is incremented and then read as an indivisible operation.
Return Values |

None.
Exceptions

None.

093-701053 Licensed material—property of Data General Corporation 6-15



Synchronization Routines

vp_are_ec_values_equal

Syntax
boolean_type vp_are_ec_values_equal (valuel ptr, value2 ptr)

vp_ec_value_ptr_type valuel ptr; /*READ ONLY*/
vp_ec_value_ptr_ type value2_ptr; /*READ ONLY*/

Summary

This routine compares two eventcounter values for equality.
Parameters

valuel_ptr — A pointer to an eventcounter value.

value2_ptr — A pointer to an eventcounter value.
Description

This routine compares two eventcounter values and returns TRUE if they are
equal.

Return Values
TRUE — The eventcounter values are equal.
FALSE — The eventcounter values are not equal.
Exceptions

None.
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The routines in this section are used by a process to send and receive signals. The
routines pm_is_interrupted and pm_is_terminated notify the caller when process
signals are received. pm_is_interrupted reports all signals to the caller, and
pm_is_terminated reports only signals that will cause process termination.

Process Signal Management Routines

The routines provided for signal delivery allow signals to be selectively sent based on

the process index, process ID, or process group of the target process.

The routines described in this section are as follows:

pm_get_my_pid

pm_get_my_pgrp
pm_is_interrupted
pm_is_terminated
pm_send_signal_by_index
pm_send_signal_by_process_group

pm_send_signal_by_process_id

Routines beginning with pm require the i_pm.h include file.

Constants and Data Structures

No special constants or data structures are required by these routines.
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pm_get_my_pid

Syntax

pm_process_id_type pm_get my_pid ()
Summary

Returns the process id of the "calling” process.
Parameters

None.
Description

See Summary.
Return Values

The current pid.
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pm_get_my_pgrp

Syntax

pm_process_id_type pm_get my pgrp ()
Summary

Returns the process group of the "calling” process.
Parameters

None.
Description

See Summary.
Return Values

The process group
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pm_is_interrupted

Syntax
boolean_type pm_is_interrupted (event_ptr)
vp_event_ptr_type event_ptr; /*WRITE ONLY*/
Summary
This routine handles signals during a system call.
Parameters
event_ptr — The address of a process interrupt event.
Description
This routine handles signal processing. It should be used whenever a system

call will pend the calling process until some external event occurs (that is,
pend for an arbitrary amount of time). Processing includes the following:

e Interrupting the system call.
e Terminating the process (with or without a core dump).
e Stopping the process for an arbitrary amount of time.

Only the last of these actions is contained entirely within the
pm_is_interrupted routine. The first two actions are performed in
cooperation with the caller.

Typically, you will use the following code fragment:

if (pm_is_interrupted(sevents[PROCESS_INTERRUPT]))

{
Arrange to return EINTR to the user. Exit with error EINIR.

}

vp_await_ec(events, N, &index);

Act on the event that was satisfied.

If only the PROCESS_INTERRUPT was satisfied, loop back to
pm_is_interrupted()

In the code shown above, the relevant events are those in the events[]
array in the first line. In addition, the event returned by pm_is_interrupted is
also important. If the calling process is interrupted, the system call will
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return an error and will set errno to EINTR. Otherwise, th:e system call
pends until the calling process is interrupted or one of the relevant events has
happened.

Return Values
TRUE — A signal is presented to be handled.
FALSE — No signal is present.

[event] — event_ptr is set to an event that will occur when it is appropriate to
check for signals again.

Exceptions

None.
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pm_is_terminated

Syntax
boolean_type pm_is_terminated (event_ptr)
vp_event_ptr_type event_ptr; /*WRITE ONLY*/
Summary
This routine checks for termination signals during a system call.
Parameters
event_ptr — The address of a process interrupt event.
Description

This routine determines whether the calling process has any signals that will
cause process termination.

Return Values
TRUE — A signal is presented to be handled.

FALSE — No signal is present. event_ptr is set to an event that will occur
when it is appropriate to re-check for termination signals.

Exceptions
None.

Remarks

This call is designed for use within the kernel when a potentially long but
nevertheless finite operation is started. For example, a spacing operation on
a tape drive or an I/O request to an NFS server is essentially indefinite. In
both of these cases, the operation is guaranteed to eventually finish, perhaps
due to a timeout; but the end user may like the option of terminating the
operation mid-stream by sending the process a signal.

6-22 Licensed material—property of Data General Corporation 093-701053



Process Signal Management Routines

pm_send_signal_by_index

Syntax

void pm_send_signal by index (index, signal, signal_source)

sc_process_index_type index; /*READ ONLY*/

pm_signal_type signal; /*READ ONLY*/

pm_signal_ source_enum_type signal_source; /*READ ONLY?*/
Summary

If the subject process exists, this routine sends the process a signal. If the
subject process does not exist, this routine has no effect.

Parameters
index — The subject process’ index. The index is a unique identifier assigned
to each process. It is maintained in per process data and is contained in the
variable sc_my_process_index.
signal — The signal to send.
signal_source — The reason the signal is being sent.

Return Values
None.

Exceptions

. None.

Abort Conditions

None.
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pm_send_signal_by_process_group

Syntax

status_type pm_send_signal_by_ process_group (process_group,
signal_number,
signal_source)

pm_process_id_type process_group; /*READ ONLY*/

pm_signal_type signal_number; /*READ ONLY*/

pm_signal_source_enum type signal_source; /*READ ONLY*/
Summary

This routine sends a signal to a process group.

Parameters
process_group — The process group ID of the target process.
signal_number — The signal being sent.
signal_source — The reason the signal is being sent.
Description
Send the signal signal_number to the processes whose process group ID is
process_group. The signal is sent only to processes that are not system
processes and to which the calling process has permission to send a signal.
Return Values

The following values may be returned:

PM_ESRCH_NO_SUCH_PROCESS_GROUP — No process corresponding to
those specified by process_group can be found.

PM_ESRCH_NO_PERMISSION — The calling process does not have
permission to signal the processes identified by process_group.
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pm_send_signal_by_process_id

Syntax

status_type pm_send_signal_by_process_id (process_id,
signal_number,
signal_source)

pm_process_id_type process_id; /*READ ONLY*/

pm_signal_type signal_number; /*READ ONLY*/

pm_signal_source_enum_type signal_source; /*READ ONLY*/
Summary

This routine sends a signal to a process identified by process_id.

Parameters

process_id — The process ID of the target.
signal_number — The signal being sent.

signal_source — The reason the signal is being sent.

Description

Send the signal signal_number to the process identified by process_id. If
signal_number is PM_SIGNAL_SIGKILL, pm_send_signal_by_process_id
assumes that process_id does not identify a system process.

Return Values

The following values may be returned:

PM_ESRCH_NO_SUCH_PROCESS_ID — No process corresponding to that
specified by process_id can be found.

PM_EPERM_NO_KILL_ACCESS — The sending process does not have
permission to signal the receiving process.
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Lock Management Routines

The kernel lock facilities are used to protect critical sections of ccde. These facilities
synchronize code paths and data structures. Because the DG/UX system runs in a
multiprocessor environment, you may not use interrupt disable to protect critical
sections. The kernel provides three types of locks: sequenced locks, unsequenced
locks, and spin locks.

Unsequenced locks provide no ordering of requesters. They require less space than
sequenced locks, and the obtain and release operations are faster than for sequenced
locks. Unsequenced locks, however, do not perform well under tight contention,
because they can cause a cascade of rescheduling. Each time an unsequenced lock is
released, all processes waiting for the lock are awakened. One process will get the
lock and all others will go back to sleep. If n processes are contending for the lock,
the first time the lock is released (n-I) processes will be rescheduled; the next time
the lock is released (n-2) will be rescheduled, and so forth. A total of n(n+1)/2
reschedulings will occur for every n contentions.

Sequenced locks grant access on a first-come-first-serve basis. They avoid the
scheduling overhead by ordering contending processes based on when they first tried
to obtain the lock. When the lock is released, only the next process in line is

awakened.

Spin locks are simple locks that cause the caller to loop if the lock cannot be
obtained immediately. They should be used only in a very restricted environment. All
code and data you reference while holding a spin lock must be wired. This is because
a page fault could cause the lock to be held for a long period of time. This situation
could deadlock the system depending on what other processes try to get the lock.
Also, any process holding a spin lock must not lose the processor on which it is
running. Finally, the caller must ensure that interrupts are disabled while a spin lock
is held.

The user of these routines is responsible for allocating the space used by the lock
instances. A lock may be created by declaring an instance of type
Im_sequenced_lock_type, Im_unsequenced_lock_type, or misc_spin_lock_type.
The routines described in this section are as follows:

e Im_initialize_sequenced_lock

e Im_initialize_unsequenced_lock

® Im_obtain_sequenced_lock

e Im_obtain_sequenced_lock_no_wait

¢ Im_obtain_unsequenced_lock
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Im_release_sequenced_lock

e Im_release_unsequenced_lock
® misc_obtain_spin_lock

® misc_release_spin_lock
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