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This manual has cO'mie abO':ut after ,seVeral years of ,llsuff:er -' 
ing" with m~diocre AOS performance arid):w;atching O'tl1;erssuffer. 
As" a result of teaching many, AD'S Inter;'nal :Structu~~.~~ndji~OS 
SystemManagementcO'urses, . itp,ecame ~~:l~.Y clear to'imethfli(' :to'e 
manrADS installations .don I t'i:ach ieve ne'ar,ly the opt;.rhum:'p.e:Ii':f\br~ 
mance aVailable: fr,om their ADS~jstem. !'m~rs "is atra,g~,dy/bA!c:~~s~: 
;n my mind ADS: is pro~ably on'e ,bf the b~'s:t all-arourtd< ope~'a:tJng 
system's extant lin the mini worldltoday. ! 

I ',i 

I . "_ ", ." .. ' .' SO', in re~ponse to the nliJmereus reQlu:elsts to provid,e"inside 
in forma ti on" coin cer n in 9 .ADS peir f erma: n C e ~tnd its i mprovemef1l,1>~ it:h is 
manual has' been produced! to ~'eep youp'ei!~tRle quiet. ;iN9VJ!iH,~r'Jle 
this;rnaterial is meant ito b.e,used, incpi~jlun~tion wit'h It:~:~IQ~;~Ic
watc'het ',and Aoswatcher! 'u!tilit)es, I tr't:l~ltlithat for tihe;s~IJi91l: :you 

wi thlo ut"thi s . software YO. (lr n e~.,d .. ,s wi 11. ~: .. e:. :I .. ~,: .• : .,.'.~: •. r. th" e .. le s s b. ~: .•• i. "~ ait.",::i.I,S ... f. 'Ii.'.e.'. d,' .• ,. Utn!ities, aside, I simply cannot supplY::,~nqr the answeris'~!I;:pl;~o~Jd 
h owelV e rli k et 0 pr 0 V? k e 'yeu into do i n g Jp;;t,:ljlit 1; 1 er e~ eatclh';I;i~ri I :Y:;9 ~r 
ewn :as the need arlsesi; and,I weul~,'p~vei hear1ngil:;ftlb~Ht'i!y:~U!r 
resuilts • I will be happy to consider paslsing your 'finld,iing:si ~'llonlg 
in flu t u r ere vis; 0 n s 0 f t his Per for man c e: mla rI' u a 1 • '; I' I H 'I: II ~ :"1" I 

! I II J : : 'IIIII I I I': II 
I , : I : I 11"'11 I II ,I 

I ~ I I ~ I III I I I I I, II' I I I 

, < I 1'1" 1 II: 'II' 1,1 , , " I ,III,' I "" II 
" :1 ' 1,'1 I Iii '1'1 II 

On a different nete, regarding this; m:anual expes!I~:nlg'li'i:II"I~:n$il~~~ 
information", what yeu will discover I is :that most ~if ~I~"~ il~!~r 
called' "inside infermation'" is actuaHYi very PUblffIC~"~II'fd'I' tll~1 
obvious. Despite the obvious nature df' ~his data, ::~ ~:I~,!I:III ,~~,IO:' 
yO'urself fer not having figured it ou1J, b:e:fore; semet!~lm '~I!!:I,~lhl~ml~'~ 
are overlooked because they are so obvi9~'~.' ,!I i ::',I!:U: 1~11'1",1 

1::1 ,!:.:i,:1 "i,i ;!" I: " 
.:"",:'1:: 

I :1 

A side note sheuld be made 'here Whilh! is that this! ~,~~'elrial 
is intended for a Sysgenl a~ble ADS syste~ii land n?t ne~!~~sl~'r:1i ~Y: a 
Desktop Preg.en System. Whlle most of tn!'l'!~aterlal wl,jl:li J!)J10Ib~.~.hb", .. '.',.1~.yS. 
apply to a Pre-gen system, no guara:n~'e~s· are madlel;'~:ln!:!" 
respec. t '. !il I I 

and 
ADS 
fin 
dea 
sep 

• i :':;' I 
I: I:! I: 
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Many thanks are due tor the creation ,of this ma~uscript~ taa 
numerous to mention here.IISpecial recognition however s~oulild be 
g i v e n t? W t 1 1 i am W i 1 son ~ I f P Ii n d e r of Inn 0 vat i v e D a t a . S Y s ~ ems a ~ d 
InnOv,at1ve Press, and Wall Moward of Sam-Walt produ~it10nsf~t 1S 
through ,their keen in, si91h,~' s.upport andgenerositfYi thatlI jhave 
been able to develop. thlei ar~glnal" Deskwatch,er ~~d; Ao~~a~cher 
Syst~m Perfor~anceMon'to~sl whl~e at the .same tlme Flan~uc;t1!n~ the 
research lead1ng to the gen~rat10n of th1S manual. l' 'I 

I ' I' 
I I 

, I· I'· i 
Sa, relax, unblock YJUf mind and be ready for la few "aHa's" 

to pop up along the way. f yau have .any interestilin ~r~ving 
the per for man ceo f you res k tap A 0 S s y s t em, t hi J tim I, SIP e n t 
reading this material will e well worth your inves}~ent. 'I 

1 i i ,I iii, 
Good luck and H1 PfY Tweaking! 

Pla~:Ul1 S1britted. 

! ~'"1 \...1 ; 
/ I , 

Ron Fi~ch 
Redanda Beach 'iqa~if. - July 1986 
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Usua lly when we discuss System Performance we examine the 
second viewpoint.; whereas, users of application prog.rams usually 
c.oncern themselves with the first viewpoint. In reality, what we 
need. is t.oeffect a compromise between user ·applicatio,nsand 
ove17allsys·tem performance. Although that is the goal of: this 
manual, we wi 11 natu:rallybefocusingmore on the issue of' 
dveraTl . . '.' •. 
$'ystemperformance b<ec',ause it is leiss understood. In cert;ain 
respects, improving. individual appliCation performance re:Ql;lire:s' 
rrothin 9 more th,an'commrins ens e or intimate 'app 1 i cation k'now led!¢e. 

Be for~warned, the.re '. may be a narstycatch to performaince 
i improvement."A~liom 2 of' "Fitchmouse' s' Laws of, Computer ,Q',ynaini,cs·;" 
i states: "lmprQviingiSystel!', Performance, in bine area is: o:fte,ri,; don,e 
I at the expen'se Of' performance in another area - 1 i ke 'th~,I)'pl:lu';' 
I tidn caused bYPf:!$tic:idesu • Don't n,ecessar~ly take~his :t'oo 
I seriously. 'It is" mean~~:on'ly as food f~r thought. 

I '. .:.' 
The, Funct ions of:. 

Now 
mance. 
Thruput, 

Thruput 

th~n, ilet's define the functions of System Perfor-
RelTlembe~ ,; the components of. System 'Performance are: 
Res~onse Time, Availability and Reliability. 

We can defin,e Thruput as. the total volume of work performe .. d by a 
system ina givenperiodof time. It is a good measure br the 
efficiency of the Comp~ter System. 

Response. Time , 
The most use~uldefini~ion for re~ponse time that I can think of 
is: The tirrlebefweeniwhen a user makes a' request for data and 
when the system actually responds. 

Ava i labi 1 ity 
A v a i 1 a bi 1 i t Y i s pro b a b 1 Y best d e fin ed as a system' s a b i 1 i t Y to 
s.er-Yice requests for information with no delay other than that 
generatedby, the response time. Ava ilab; 1 ity' is a measure of a 
Computer's effecti~eness to the user(s). 

Re li abi 1i ty 
Reliabtl ityis the guarantee that the Computer System will be 
a v a i1 a bl e w hen nee d edt Q pro c e s s data. I nth e 1 0 n 9 run, r eli -
ab.ility is the most important measure of system effectiveness, 
whereas the other th-ree aspects of System Performance are more 
important in the short-:term. When cash is tight, we tend to bac.k 
off on t.he frequency and q.ual ity of Hardware./Software support and 
maintenance~ This is actually gambling in favor of immediate, 
short-te~m survival rather than consider the "big picture". 

Intro-2 
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System Performance 

Under AOS, we can actuallyriepresent t;he,four functions .in a 
difJerentway. This :manual cOvers the 6'tn~;in';div'isions qfSystem, 
Per:formance in anAOS environment. Brief',Y!: sp:eaking they: are:! ' 

,'I, ": 
: • ' "1, i'l 

:::,; :'. i;':! 
Hardware Cqnf.iguration :and Add:-'pnl?', • 
Memo ry M a.n ~g emen t an d. Pr 0 cess: :,S!~a):p P ;;rt 9 
Process Schedul ing and;Managem:erl.~ti': .... 
I / 0 and [mq,r e i m portant:l yJ t h e;:p i[~~ in'/orl d 
Alter; ng Pr.oces s Pri'v'ilj~ges .! :ii,'1 ..i ,I 

The GHOST qontext i.n ~olf)juncti9f\,with;PMG 
! : 
: i 

Note :The order of tire >abovie:6 items,; 
to b.e· sugge,st ;ve of:thei r r,~1 
example, th.at I d;s'cL\,$'s' Hardwa,irr 
this manua~ isnot,i,tpi imply:' 
concern. Ih fact,i,~ ,flipY be tM 
of System PerforriJanc~iO'!' 

Performance Overlap 
:; ';::" 

As a additional'point~ don't be su~pr!ised 
in performancetmprov~mentmethods. ~t~~~~$, 
ance via one techniqu~ mayimp~:ct the sy~~~~ i 
saw in Axiom 2 of Fitichmouse's Laws ofdom:i~,uti 
be afrai.dto ·experlment. After all ,'I iEbdper 
Sys:tem Performance is a1 T about. . .;: r:: . 

In 9 e n era 1, thin gswec and 0 to 
; n elude:' 

~ystem Conf~gurati on (AOSGEN) '! • 

Operation M~nagement policies In'''the 
Proper selection of. Hardware and ':,'Ad'd, 
Altering the System LO~d . :!. 
Rewriting :ijnefficient,softwar~Q:r ( 
not availabile) a1t~ring its rlHHi:im~ 
adjusting s~ch parame,ters as: .. ( .• 

process .Pir,iority 
"! . ! I :: ! 

'rocess ~e~~dency 
s~stem Pr~t~ss Load 

, 
! i 

• I 
I 
! 
, 
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As a side note (that seems to fit nowhere else in this 
manual so I'll originate it here), it is important to understand 
the order in which processing is handled on an AOS system. 
Genera 1 1 Y speak i n 9 , the Process i n g P ri 0 r it y Order is : Hardware, 
System Software, Application Software, Benefitted User (human). 
Specifically~ the order is: 

Hardware Instruction Cycles 
Hardwar,e Interrupts 
Interrupt Serv i ce Rout i nes 
Sysfem Call processing/completion 
Process/Task Scheduling 
Ap p 1 icati 0 nc 0 d e directly benefitting the user 

So, with some of the basic definitions out of the way, let's 
get on to th,especifics. Before diving in however, I recommend 
that you spend some time "meditating" on the points discussed 
thus far. . lean g. U a ran t ee you that there is more here in these 
four pages than [initially] meets the eye. 

Having done that, then hold your breath, and away we go ..•.. 
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Memory.· .. ·. Management . under AOS 

In·tr·oduct i On 

Memory is the most· important system reso~rces, with the Disk 
world running a c 1 0 sese c on d. Yet w h ; 1 e be; n g the most important 
resource,itis the one mO$t Poorly utilized. If you want to 
really make a ,difference in :,Syst~m Perfo~mance, you need to have 
a thorough understand.ing of\ri1emory management theory under. ADS 
and . then put . it to use! : All 1 the th e 0 r i e si n the world are 
worthless 1f tiheyare notex:p,~oi;ted to their fullest potential. 

The Basics 

In order to discuss Memory Management, we need to first 
clear up some basic concepts! con'c:erning the subject. Let's start 
with a few simple on~s. 

Although Eclipse sys(emis!arJe: essentially word-based ·machines 
(a word being 16 bits, 2 .byt:e~),.,'AOS isa page-oriented Operating 
System (a page being 1,024 woirds 1-2000 Octal). The Kernel of 
ADS occupies the lowest phys,i¢a1' memory of the machine, wh·i1e the 
Dynamic portions of ADS, (GVMEM) and user processes occupy the 
r~ri1aining memory. .' . 

Logical .ys. Physical Address S~a~e 

Under AOS,each proces~i,is' ~"'owed a logical address space 
up to 32kw; ADS has similarirestrictions. A process's Logical 
Address will always be the 's:amei(unless changed by the program 
code), while the correspondi'n!ig Ii'~ysical Addresses are subject to 
c han g e at an yt i m e; e s p e c i all y: if the p roc e s s en d sup be i n g 
s wa pp edt 0 d i $ k ~ ,.: : I 

Because the hardware s~p'portis only a 15-bit program counter 
(PC), the highest addressabl~, mbmory location is Logical 77777 
oct a 1 • ., I n or d e r to add r e ~ ~ ~ 1j 1 . th e p hy sic a 1 me m 0 r y ( w h i c h 
requires an~ddress length of 2iOi bits), the Logical Addresses 
must b·etranslated into PhysHal' Addresses. 

I!I ,! 

I !i 
! :1 
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Address translation 'is accomplished with ease by the MAP 
( Me m 0 r y All 0 cat ion and Pro t ec t i on ) or M M P U ( Memo r y Map and 
Protect ion Un it) ; an integra 1 part of every E c 1 ips e mach in e 
intended ,for ADS use.' Generally speaking, this translation unit 
(~erein referred to as "The Map") consists of 2 or 4 user maps -
A & B , or A, B ,C , D -and four Data Channel maps - A, B , C , D - of 
which only A & B are utilized by ADS. For the Model 10 Desktop, 
there is also an 8086 Map to address up to 512k of memory. 

D i a g ram 1 - 1 below 0 u t 1 i n est h e L og i cal toP h y sic a 1 add res s 
translation process which is detailed in the section: 

ADS 

Loaded by AOS 

M 

15 Bit P.C. ~ A -----~.. 20 Bit Addr LJ . """'-'-------' 
Diagram 1-1 

Address Translation Overview 
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, 
I 

I 
MAP Un; t Components I 

.' '.',' . ',' '.' '. .' .., I, 'i 

. Diagram >1-2 'il,lustratesthe MAp Unit Fomponerits, h.owever· 
this can be mislea,ding. The MAP. Unit: is no~ exacttya "unit" 
per set, it, i~ .:a . collection o,f micr,o-c.odel routines. that come 
together funot;()na;:lily as a "unit," •. TheiMAPuinit is ian integral 
part of the ~ystcerrilhardwaredesi,;gn; uryljkeo:th~r .syst~ms. 

;'i' ': i ,i I', I 
;'i i '<1 

The high 1 ightsi. of the MAP Uhit a~e:l 
1 " I : ~ , " i! .:,' I 

Per:forms" i8ddress Trans:lation .\ 

vartous, HardJ~~e PrbtbctionFeatures 
" . i 'II ' I ' i 
I ' ! l 11:1 ' 'd: 

808,6 with t,: h~ i:',S.:.,.'.Jst,e.m,., •. i(DGIlO: ,~s,ktop 

I "il IT' 

)'1, 
I ,.":j 

Imp' ementis the 

only) 

I ' 

Lef Mode Bit ---..-.... 
I· 

MSR StatusB its ~,....... ...... MSR 
, , 

Viiolation Bits 
I I 
I' i! 

User C 
Maps 

I 

Dc~an A 
Channel Maps 

I I 

II 
Di agram 1-2 ! ii 

Blcick Diagram o~ the ~A~ Unit 
Iii 
'i 
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Map Status Register - MSR 

·The Map Status Register (MSR) is a 16 bit register used to 
set and i n t err 0 gat e the MAP s tat us. -S e.t ti ng the ·M A Pst a t u sis 
used, to [programmatically] enable a user map, a data channel map. 
or on the Model 10 Des.ktop, the 8086 map. The status register 
allows the protection features to be enabled. Reading the [so
called] S-bits (of the MSR) is done by the Interrupt World in 
order to. remember ·"who" (ie. which user map) was in control. of 
the CPU (ie. enabled) when the interrupt sequence occurred. This 
way we are guaranteed that we can reschedule to the correct user 

·process with the least· amount of difficulty. 

The Map Violation bits are interrogated in order to deter
mine the reason for· a MAP protection ·fault (often called a Map 
Trap, a Protect·ion Fault, or just a Trap) .. When a Protection 
Fault occurs, the hardware disables the map, updates the MSR and 
finally j u m p s· tot h eA 0 SMa p Protection Fault Handler. This 
F a u 1 t Han d 1 err e ads b a c k the r~ a pSt a t u s Reg i s t e r t 0 d e t e r min e 
"who" faulted and why. If AOS (under Map B) should trap, a 
System Panic will usually occur. 

The " 0 f fie ;a 1 " ADS response to a user trap i s to t e r m i nate 
t he " 0 f fen d ; n g " pro c e ssw i t han I PC me s sag e sen t b a c k tot h e 
father process indicating the cause of the trap and the contents 
of all relevant·hardware registers. ADS creates a-.Brk file in 
the process I S current directory as well. For program detected 
errors, a breakfile can be created with ?BRKFL system call. 

The lEF Mode Bit 

This bit (in the MSR) intiicates that LEF instruction mode is 
e nab 1 e d . With L E F mode e nab 1 ed, al 1 mach; n e I I 0 ins t rue t i on 
cod e s w ill be i n t e r prete d a s [ 5; n g 1 e .. w 0 r d] L E F ; n s t r u c t ion s • 
Under. ADS, LEF mode is enabled for the user by default. It can 
be manipulated directly via the ?LEFE/?LEFD system calls and 
interrogated with the ?LEFS System Ca 11. These ca 11 s are 
described in the ADS Programmers Reference manual. 

1-4 
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The User ~nd Data.Ch~nnel, Maps 

Each User Qr Data Channel map contai.ns32 registers, better 
known as "slots" •.. One slot corresponds to lKw of Logical Address 
space .. A s,lotcontai,ns the physical paq,e .address . for the memory 
corresponding. to the .. logicalpage addre:~s •. · AOSloads th,e slots 
f b r User MapA every t, i ri1 e it d;s pat c h esit b a U s.e r P ra ce s s • When 
referencingits·own Virtual Memory (GVMEM}, AOS loads and enables 
User Map B., User .Maps C & D (if theyei:xi$tin the CPU) ar,e not 
use d by A 0 S • 0 n 1 yon e u ,s e r map may bee ~ a 1:1 1 e d a tat i me • 

If all user maps are dis:abled, t~e machine is said to be 
run n i n gin u n map p e d mod e • A It h pug hun m alP p E;! d, A 0 S can a 1 ways map 
its 31st page to any physical p~ge in me~or'y as needed (usiing the 
Map Splir Block 31 feature of t;he hardwa"re) in order- to atce$s 
user cod~ and contro 1 b] ocks. I, ,I> 

. < :, 

Data.Channel maps are enabled by thJ AOS device driver; logic 
before 110 to a DMA-type devicei .. ;'s actually started. This !a'llows 
the DMA dev;ce(dis·k or tape) to perform'! 1:/0 to/from anyp'agein 
memory concurrent wHh programexecut;on~', A Data Channel mlaip Can 
bee nab 1 e dco n cur r e n twit h a U se r Map. ! I ' 

The 8086 Map ',i ' 

Ii" ". I'! . 

The 8086 Map is used in co'njunction!, wlth the 8086 prq~·essor 
on the Model 10 Desktop only. :This. MAP l'iS not used by Aq$~ 'It 
con~ains512 "slots" ; one foneac.hp9:9~;of. memory.cur:r~ntly 
avallable to the 8086 processori'i Th1S m~'iP 115 lnvoked 1f the: user 
run the MS~DnS or CP/M-86 Opefa~ing Syst1m, on the. Model 1~~! 

, , 
The Four types of P~otectiort Faul~s 

! i 

A Protection Fault wilt take on~ of four forms: 

Val idHy Protect 
Dev ice. I lOP rot e c t : i 

. . ,.' 't • 

Indirect Address [100~I] Protect 
Memory page Write ProtJ1ect 

! I 



Validity Protec:t 

A Va lid i ty Trap occurs when program code attempts to. ref
erence a, Logical Pa,ge for which there is no .correspondingPhys
;calPage. Th.iscan occur;" programs .~that have not declared 
theirfu:ll 32kw a(jdress ~pace as being' in use, and then atitempt 
to reference one :of those .undeclared ~()gical Pages •. Validity 
Protect 'is enabled by virtue' of enabling: a U.ser or Data Ch:annel 

'Map. . ' 

1/0 Device Protect 

An 1/0 Trap occurswh,en program ,code attempts a h.ardware I/O 
instruction with rIO Devite Protectlon enabled. Under AOS~ 1/0 
Protection is enabled by~~fault fori every user process. To dis
able I/O Device P.ro.tectioin, the user program must issue a ?IDEF 
or ?DEBL System Call. AOS will respond by clearing'the Device 
Protection Bit in the Map Status Register. Use of the ?IDEF & 
?DEBL calls require the A~tess Devices profile privilege. 

. , 
, , 

IndirectAddress(Defer).Prot~ct 

A n I n d.i re c t [ a d Or e s ;s] Pro t e c 1: ; 0 n F a u 1 t 0 c cur s w hen the 
hardware encounters the 16th indirect [add·ress] refetence in a 
single instruction cycle. The assum~t;on is made by the hardware 
that we are [for all intensive purposes] in a hardware indirect 
address loop •. Without t.hisprotettion feature, the hardware 
would loop endlessly attempting to resolve theeffectiye address. 

I I 

: I. 

This would not be a problem except that the inter~uptbus is 
not interrogated until the end. of an instruction cycle; a cycle 
which in this case wGuld never end. ~AOS defaults this'protection 
feature-to on and offers .no system :facil ity to disable it. In 
the unlikely event that .it should ever need to bedis'bled, that 
will need to be done by the user pr0gram itself. It Iwill first 
need device access in order to is:sue the Load Map !Status 110 
instruction (which allows dis~bling ~f the "defer" pro~ect mode.) 

I 
I 
I 

Memory Wr ite Protect; on I. I ! 

i i 

A. Write P!,otect,ion Fault ocurs when the' ~s~r program 
attempts to modlfy wnte protected. emory .. AOS wrlte protects 
all shared-code pages to preventruh.away code from acjcidentally 
modifying itself. Unshared pages: of memory are nEher write 
protetted by AOS. . ! 
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Address Transl~tion ThEory 
I 

As over~iewea .earllier, Address Translation is the ,pro:cess of 
" t ran s 1 a tin 9 'i 1 5 b H t ~' Log i cal" Add res s e sin t 0 2 0 bit "P h Y sic a 1 III 
Addresses. T e ea~ies~ way to understand the address tran~lation 
process ;s td breakl thie Program Counter (PC) into two bit-groups: 
5 Bits & 10 ~ ts. : 

__ 5 t_'_B_i t-ioi_s ___ 1 0_"""8"",,._1 t_s __ 1 

In 5 bits w I can 
, , 

In 10 bits w,~can 

, I 

By the time 
h a ve bee n 1 0 a"ld e d 

i " program, add~~ss 
I i 

1\ 

i 

i, e f elr e n c ~ a 
I ! 

rleference a 
. \ 

number 0-31 (32 Pages per 

n~mber 0-1023 (1024 words 

I 

process) . 
I 

per tage) 

I ! 
ai Us&r Program is in execution,. the A Map will 
a h d ,e nab 1 e d. A s m e m 0 r y i s r e if ere n c e b y the 

t ria n s 1 at ion w; 1 1 0 c cur 0 n e a c h ref ere n c e • 

I, 

I I 

, I . 

W hat. th 1 MAP doe sis to b rea k e a c h Log i cal . Me m 0 r y Add res s 
down into itsl two c,omppnents: 5 Bits. (the map slot #) and 10 Bits 
(~he p~ysical page~ offset) .. It then replaces th1e high-.or.der 5 
Blts wlth th~ 10 blt content of the addressed map, slot glVlng us 
a f u 1 1 20 b i It add r:e s s. . In 20 bits we c an ad d r es san y w 0 r d 0 f 
memory on the machine. This is illustrated in Diagram 1-3. 

I 

I 

I 

I 
, 

I 
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ILOgiC~l Address 

10 Bits 15 Bit Address ,,"," 

i 
MAP Unit 

Page 0 

Page 1 

Page 2 "'-" 

10 Bits I.. _ 

Rem~;ning 
{ s~ots } 

1 it } 
} 

I . 

Word Offset 20 -Bit Address 
, 

:1' 10 1 r 20 
i I 
i Diagram 1-3 

gica!l to Physic'al Address Translation 
, ~ 

• r 
~J 

L. 

LJ' 
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Page-Sh~r,i ng ADS 

Thanks to the design of the MAP (diagramed on the pr~vious 
page), the shar,ingof pages is a simple thing to do. Pag:,~scan 
be shar~d' within a process. or across process boundaries; allowing 
read and write access (based on what the page will be used iTor). 

! '.'" " ,! ":'! 

Page-sharing can be implicit (defi~edby MASM or.CQ,mpiler 
dtrectivestatements) or i:t, can be expli1citly requested'.~ty" the 
program logic with the?<SOPENl?SPAGE/?RPA!!GE System, Callsi,iiii~, :ADS. 
Implicit: shared pages allowshared-cod~ and are a'lwaysi;I:~r!!ite-
protected. by ADS. This is i,toprevent a~semblerlanguaig!$i!~ode 
and/or "run9,waY"codefro~;,modifying. its~lf;which w~ul;9ii:ligereat 
there-entrant and ,recursl¥~ propertles that, are ava'la~l!l~t: Jrom 
writing in sh a red- code _,Morein forma t ion: 0lil page, sh ar i ~ 9iil~li~Pra r s 
at the eneof th;,s chapter.' ' ,':!II;I!!I! 

, I' ,II 

::: if 
, ,I "i' 
: ,;':;': I • 

P age s h ar i n 9 0 C cur s w h,e n two 0 r m 0 rem a p s lot s poi, n t i ;~ 0 the 
saniephystcal page. It is quite permissible for two proce~i~'es to 
address the same phys;ca', pa~e; eenpoin~i~g to it via idiJiliehent 
logtcalpage addresses. ""Aniexam le of p~gesharing. iSiq~:!~a!~;led 
in Diagram 1-4 on the next. page. It is :th:is capabilitIY~,~i!at is 
the· power behind the shared, page echanisrrj ~f the MAP. i • li,!il 'i" 

: ': ' , : 'lil'I'!!: 
I 1:"1'1 ", , , ' !'II'il ,'I 

, " Once shared pages aredeclar d to ADS, l'theProcess iSt.i~I~ld~~ler 
takes over ensuring that the "A" map is" loaded just I p!~lt~rl: to 
co n ti n u i ng pro c e~ sex e cut ~. 0 n . S h .au 1 d .'1 a: p, roc e s s cry a !~I ~I,I Ii t s 
address space by dlrect 110 Ilnstructlonsto'the MAP, th:ei'flnIO~!ess 
Scheduler wilJhave. no way of nowing ,that thi.s has IbCi'I~I~llrr~"led. 
When it comes time to restart the process,! after an 110 li~i~~llr'!luPt 
or reschedule, it will reloa,d the "A" Map': from the Proc!e~!"~II!liJlble 
(PTABLE), reverting the logi!cal . ddresssp~ace t.o its I p!#I~llrl'pus 
state before the MAP I 10 instru~tions we.r~:executed.. qf n'~::;lllu~lse, 
theMAPstate ca.n be altered wlth the In:teirrupts dlsa~li~~!i,~liput 
this brings in a host of new'prob ems. ' ";;'I,!: I; 

i:·I: I!' 
;, I:: 

P ag e .s h a r in 9 i sap 0 we r f u 1 fa c i 1 i ty I th a t ca n ass t ~ t:1 u s 
gireatly in the management. of memry .. HoweJer, if it fS1M,p~op
e,rly used, it can a.ct.ually waste or~spafe,: than i.t saves~'!!Ploor 
memory managementwlll als,one atlvely! llmpact overall .:system 
performance. This is 'caused by AOSbe,inlg forced tosp~n9 a 
s i-gnificant amoun.ts of, tir11e keeping ttle memory re~ouf~el in 
order. With poor management line fect, thislproblem could ~'et!ome 
sel~-defeat i ng;additi~nal mrmory content }OO, being crea!te~:.iiWhlile 
trYlng to resolve earl1ermeruory anagemen,t ~problems. . '. I;' 

:. , •• I' ",., , 

Page sharing is' a powerful faci 1 tty. Use it wisely. 

I 
I 
1 
I 
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Pid 16 
Process Table 

. . 
: 

Log .. Page. 5 

Log. Page 6' 

: 
: 
: 

Log. Page 31 

Map 510ts 

Phys H:a 1 Memory 

nnn 

nnn 

. 20.3 

305 

306 
. 

307 ..... ' 
404 

.405 

662 

773 

Diagram 1-4 
An Example of page Sharin9 
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Summary 
, " " .",', -': ' 

As you'ca'n s>ee,·MemorY.M·anagement "is partially a hardware 
function controlled by the. AQS: Operating System~ This marriage 
of Hardwar;efu netian a lity.and" Operating $ys tern control males for 
the great.est: th.ruput, for this' kind of ,system~esign . And , in 
addition ;t'othis functionality, ADS ha:si a set of Memory .Mana.ge
ment algori.thms prov.iding e~:e'n greater control. over' the. memory 
resource '."., 

, Addition.ally· for you .'slick A.ssembler language programme,rs, 
you can 'mak~ use of User Maps C & Deif "they exist on you 
hardware)bJ' reading th-eC~U technical refer:encemanuals ,an,d 
exp~rimentingwith the MAP 'ul~it. Be preparedtoaccidentailly 
"crash"th'e ,'system ,the firk't few timeslout u:ntilyou get ,the 
kinks out of your:logic. Luckily, the crash willl probably' not qe 
?er;ous.Asimple ,ESD or,fixup runan!d youwill' be.back in 
busin,ess. This k;ndofexperr;imentationls encouraged.' Who knows 
what you ,will 'dream up as ie resu'lt; ,ma;ybe an improved System 
Performahce'mon;tdr ..•• ~ . 

A s was po i n ted 0 ute a rl ie r, .memo r y i s the most pre c ;10 u s 
system resqurce. In'the "re.al world" the demands on memo"ry,are 
often more than th.e system has pages to satisfy tho~e deman'ds. 
On lessisQphisticated systemS!, such. as the DG/I Laptop, wihen'lth;e 
programrequirem~nts ~xceep:! t,heavailQble ma,chi~e:: m~mory ;Ith,e 
program yai~e.~ an ~rr"~r. an~ t~Tm1nates.MS-DOS, i~ue :t:o ltis 'sqm~
what Pt1rm'1.tlve,des1gn, lS i:lncapable of resol~lng. 'tlre Rrpbllerf1' 
Fort.u. nat.e. ly. un,d.er,' AD.S., .the, re' .. l:~rea number iO.f. w. ays t9 ... :.i.resol,.v.e ,.the 
problem ,of' "inade~uate. mem9't<y. In' order to ~ake :a:pvan!ta;ge, qf 
the sea 1 9 or 1 t h m s • howe v e r, VIle nee d to' u:n d e r s ~ and . ~ hat I M ,e, m 0 r' y 

. Contention is, as .welT as wha,t cause's it. . . ;" . 
,(' I 

'I 
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I 

What is Memory Conte~tiOn? 

, i . 
Memory Contention· under AOS isa$ituation where there: .are 

more requests for memory than the Operating Sys~em .can satisfy by 
. allocating pages from the Free Memory c~ain (FMPHN)t. 
. i I 

I . 
If the memory r.equest is made bya user program or the 

Ghost, thatreque.st will always be in multiples: of pages. If the· 
request i s made by A a S internally , it ••. f 0 u 1 d .•. bel fora n amount . of 
memory as small as 8 words or as large! las 1024~ Mempry segm:ents 
that are less thana page in length are I known to AOSas Chunks. 

I 

The Fo.'; Condlt;onsofMellor,l ~ontention II i I 
. I nan A 0 Sen vir 0 n men t r the rea r~ I 4 co ndi it ion s 0 f Me m 0 r y 

Contention: Light, Medium, Heavy and d~iticall (The 4th term is 
my6wn). These levelsalong l with AOS'is resolu1tion· for th.em are 
detailed in Diagram 1-5 belo~. The de:tiails :onlmemory reso'fution 
appear later in th.is chapter}. Unfami.1i

1
ar term~ can be .faund in 

the g 1 os s a r ya n d w, 1 1 be d e·f 'i 0. e d / d eta , 1 ~ d 1 ate r I. 
. I ! 

Memor Condition Condx. 

Condition 0 None, 

Condition 1 Li9h~ 
Condition. 2 Medi~m 

C ond it·; on 3 Heavy 

Condition 4 Critital 

i 

, 
i 

AOS's Response to the Mem~r Contention 

Aosobtain~ a freJ page f~~m FMCHN 
I ' 

Aos obta ins memory from DYMCH and ·CANeH 
I 

Process are swapp~d off ot the BLKQ 

Processes are swaJped off the RELQ 

Swap-aborts start occurring 

Conditions 0 Memory Contention 
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How to Detect Memory Contention 

As AOS enters Memory Contention, it becomes increasingly 
evident to the users on the system. By the time they get around 
to com p 1 a; n i n g about it however , the s ys t e m may be deep i n t 0 
heavy contention, or even at the critical stage. At this level. 
the only way out may be to do a system shutdown and start over. 
If no steps are then taken to resolve the problem, you are most 
assured that the problem will return. 

The way to deal with Memory Contention i·s to spot and handle 
it before it becomes a big issue. Like heart disease., you need 
to know the warning signs. The signs pointing to Memory Conten-
tion are: . 

Overall machine activity slows d.own or develops a jerky 
"feel ". 

Program load time increases significantly. 

The MEMIN Screens of Aoswatcher indicate that memory 
" thrash in g " ;s occurring. (Thrash; n g i s a state where 
me m 0 r y i sac t i vel y be; n g shu f f 1 e d b e tw e e n t he use r 
processes and AOS). 

PED and Aoswatcher screens indicate that processes have 
been swapped to disk. 

The DSTATS screen of Aoswatcherindicates that the· 
A v g. See k d; s tan c e has sud den 1 y and _ d ram a tic al 1 'y 
increased. 

The DSTATS screen of Aoswatcher indicates that the num
b e r 0 f d; s k rea d r e que s t s h a v e s i g ni f i can t 1 y 'i ncr e a sed. 

The DSTATS screen of Aoswatcher indicates an increase 
in the number of disk write requests; probably from 
writing swapped processes to disk. 

The MEMIN screen of Deskwatcher shows that swap-aborts 
are occurring. 

An ADS System Deadlock. 

E a c h of the abo v e po i n ts wi 1 1 be add res sed near the . end of 
this chapter when we take a look at what can be done to improve 
the Memory Management scene under AOS. Stay Tuned ••.•• · 
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The Causes of Memory Contention 

Thus far, we have looked at the warhing signs of Memory 
Contention. Nbw,let ' s examine the different elements contrib~ 
utingtoMemory Contention. I will. just list them here. Later 
we can spend some time looking at their .implications separately, 
and if nec~ssary, in conJunction with other'related items. 

The a p par en t c a us e S 6 f M em 0 r y, C on t en t i on are: 

( 1 ) Not e n' 0 u g.h Ph Y sic a 1 M em 0 r y . 

(2) Too many processes on the system. 

(3) Too many Resident and/or Preemptible Processes. 

(4) Processes over.;.e~tending their address space via 
?SSHPT andfor ?MEMI System calls. 

( 5 ) 

(6) 

(7) 

( 8 ) 

( 9 ) 

Programs doing too many/frequent ?SPAGE calls, and not 
balancing them with ?RPAGE calls. 

Inadequate use of shared-code i~ user programs. 

Unnecessary ,devic~s specified, during AOSGEN and/or 
their buffers. have been declaretjj too large. 

Sync buffers g~n'ed and those lines are nat used. 

Too many' Cache Buffers in the system, and/or poor 
util izatibn of those buffers. 

(10) Buffer size is too large during Dump/Load 

(11) P r og ram b u f fer in g s ch em e ( s) all 0 cat; n g too ma n y 
buffers, o~ buffers that are too large, or both. 

(12) Too many batch streams active. 

(13) Too many [short-term] demands being made of EXEC 
forCing its address space to grow. {As of Release 7.0, 
OP is no longer notified of this via console messages.) 

To understand how a n dw h y the s e. asp e c t s can impact System 
Performa.nce, we need to look more closely at the more 'visible 
Memory Management structures designed into ADS. This is by no 
means an exhaustive study, but it offers enough information to 
assist you later in l!nderstanding how to remedy your system's 
Memory Contenti.on problems. 

Let's begin by examining'how AOS Obtains a page of memory. 
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'FindingKem~ryPa~es-General 

Whe~, AOS needs to obtain a full page of memory, it 1ooksto 
,the Memory Management Chains ,in. the following order: 

T~~FreeMemory Page C~ain 

The Overlay Memory Pa~e Chain 

Th~'S~ared-Page Candidate Chain 

(FMCHN) 

(DYMCH) 

(CANCH) 

, If AOScannot obtain a page from one of these chains, then! 
: !processes will have to be swapped t~ disk in order to free UP! ,thei 
irequired memory: ,,' 

i I 
, 'I 

I , i 

Free Memory Chain 

The Free Memory Chain ~FMCHN) is where pages of memo,ry' are' 
rel inqu i shed to when no 1 ong:~r needed by the system. Pages. are 
taken, from FMCHN durin'g, Merljlo,ry Contention Condition O.Ev,ents 
that will contribute pages td' ,the FMCHN are: 

, ! • 

Process Terminations! 
• .• '! ',: 

Apr oc eS s red u c i n g! ,t h e s i z e of i ts ad dr e s' ssp a'e e v i a 
t~e ?KEMI and ?SSH~~ system calls. 

I\! i 

AOS recombiningin<t!~rnalmemory "chunks" to mak$ 
full page of memory. 

DY~CH andCANCH Chains 
i 

, 'Aos.matntainistwo groups of page chainsJor disk over1iay~ no 
longer , nuse COVMCH) and~hared Pages wltha zero use! co,unt 
(CANCH).Both sets of chains are maintained inLRU order: I p~iges 
that haven't bee;n used for the longest period of time are ~1:lde 
available to the :page request routines first; ie. in FIFO o,rdr:r. 

" 

i As ofAOS release 5.0, these chains (as well as someof,the 
process que p es) : were expanded i n t or e 9 io n s: 0, 1 , 2. , The i pea : is 

:to determine the! "age" of a page and place it· on the approipriate 
ireg i on chain. Page.s attached to Region Oh.avebeen. arou~d ! 'the 
longest amount of tlmeand are therefore ava~lab1ef'rst. ! Pages 
1 ; v in 9 0 n R eg i o:n 2 are r e 1a t i vel y bra n d new' and are use q a s a 
.lastresort~ 'I i. 

I 
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In theory, when AOS needs' a page and th.e FMCHN is empty, the 
next check is rnade.to: .OYMCH..,Region 0, CANCH-Reg·;on·O, . 
OYMCH-Region 1, . CANCH-Region 1, followed by a.n examination of 
Region 2.fo~ these chains. I say in theory because all indica
tioris(from read;n'g th.e Memory Managem~ntprogram code) are that 
Region 2 is not ~ctual1y used. Any·answers Data General? 

Findirig Memory Pages -Detail 

When. AO:S needs a free page of memory and none are available 
on . the FMCH:N,we then enter into Memory Cont~ntion. System 
Performance suffers indirect proportion to the level of Memory 
Contention.: For purposes of discussion, I consid~r pulling a'· 
free page from FMC.HNto be Memory Contention Level O. 

To reiterate, ADS to o.btain a page of memory (for. whatever 
reason). looks in the following areas: 

Con t.e nt ion Level 0 FMCHN 

Contention LeveJ 1 DVMCH (Region 0) 
CANCH (Region 0) 

Contention Level 2 Swap process(es) from MBLKQ (Region 0) 
Swap process(es} from BLKQ (Region 0) 

Contention Leve 1 3 OVMGH (Region 1 ) 
CANCH (Region 1 ) 

Contention Level 4 Swap process (es) from MBLkQ (Reg i on 1) 
Swap process(es) from BLKQ (Region 1 ) 

Contention Level 5 Swalt process(es) from RELQ 

Prior tn Release 5~O, we emptied the OVMCH andCANCH chains 

.. IF 

'Ill'"". 

Uc,.: 

L 

before resorting to swapping process.es out. As of release 5.0 11"'". 

this philosophy has been changed somewhat, as can be seen from L .. 

the above list of Memory Contention Levels. 

Speculation 

As.mentioned earlier Region 2 although present in the system 
;s not being utilized at this time. Logic would dictate that :if 
it is ever.,incorpotated into ADS Memory Management, tha.t it will 
be accessed before Condition Level 5. We· only want to swap 
processes off of RELQ as a last resort. 
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the Purpose of Preemption 

As we enter. deeper into.Memory C9ntention, processes begln 
to swa.p.Ano.ther termf6r.process swapping. is known as preemp
tion.As pointed·outearlter,·when Memory Contention is so bad 
that w.e ha\l~tostart preempting proc~sses., System Performance 
begins to su·fferdra~t;cally. 

Although preemption does impact SY,stem' Performance, its goal. 
isactually.to ··improve performa'nce in. the liong run. This purpose 
wil' ho.ld true untjl enough demands are made on the memory. 
resource to force the machine. toto Heavy and Critical Memory 
Contention. At t heiS ele vel s • .p ree m p t i 6 n serves to keep the 
machine away from "system-deadlock". 

. Preemption is accomplished by removing blocked processes 
from memo . .ry one at a time until the desired memory segment ;s 
pieced together from the pages released to FMCHN. as the process
(es.} are swapped to disk. Preemption begins in the condition of 
Medium Memor:y Contention, attempting to return the machine to a 
state of Light Contention. ·Selected for preemption are the old
.e~t processes on the ;MSLKQ and the BLKQ (st~rting with Region 0) 

. Preemptionvs. Swap:"'Abort . 

The only condition worse than preemption is know as a 
swap[-in] abort. .A swap-abort is where AOSbeginsto swap a 
proce·ss back into memoryfrequiring substantial" system overhead) 
only to 'find out· that another process code~pathwithin AOS has 
stolen some or all of the memory just freed, or the prO.cess 
targeted for swap~in has been blocked again. Swap-.borts essen
tially mean the system is doing a lot of extra work for ·nothing • 

Preemption Rules 

In order to preempt a process, we need to examine a couple 
of parameters with regard to the process flrequesting" the preemp
tion vs. the process to be preempted (otherwise known as the 
target process). The .mainparameters to consider are a process's 
type and its PNQF (see Chapter 2). Fot example,a requesting 
proc~ss can never force a superior process type to swap (Ex : a 
swappableprocess attempting to preempt a preernptible process). 
To understand the preemption rules, refer to Diagram 1-6. 
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T A R GET P ROC E S S 

R R S 

R 
e 
q R Never Always A 1 way s 
u 
e 
s 
t 
0 TB 
r P Never or A 1 way s 

TLP 
P 
r 
0 
c 
e S Never TB TLP 
s 
s 

R= Resident P= Preemptible S= Swappable 

TB= Target Process is Blocked 

TLP= Target Process has lower PNQF 

Diagram 1-6 
Preemption Rules 
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Technical Indications of Memory Contention 

While researching this chapter of the book, I dec{ded to set 
up an experiment that would al.low me to really observe what 
happens when ADS is deep in the throes of heavy memory conten-· 
tion. To do this, I removed one of the 256kw memory boards from 
my trlodel 10 De.sktop; reducing the memory from 640kw down to a 
mere 384kw. (Fora system with as much activity on it as my 
Desktop, 384kw is a mere fragment of memory.) Next, I initiatecl 
about 20 processes; most of them compute-bound memory hogs·, as 
we 1 1 as a sin g 1 e pro cess (a p pro p ria tel y n am e d G 1 u t to n . P r) . s p e c •. 
ially designed to steal huge amounts of memory away from the AOS 
Memory: Pool; Irequested200kw for the experiment. Monitoring 
the siYstem with the qeskwatcher and P:ED utilities produceal 
interesting observation~ •. 

i 
! 
I 

i 

FI irs t 0 f f. the n u m be r c5 f S wa p p a b 1 e pro c e sse sin cor e was 
constaintly in a state of flux; ranging anywhere from 15 to. 19. 
T hat s wa p pin 9 was· 0 c cur ring i r) the mac h in e was a 1 so e v i ,d e n t by 
watching the "flic~er" of the SPU Led's :and 1 istening' to the' 
chatter of the winch-ester disk. 'Within about 8 mi.hutes, the 
number of s wa p.;.. ins c 1 i m be dd r as tic a 11 y to 1, 000 + - I knew then 
(snicker.) that AOS 'was having difficulty. .. 

Another visible effect of the Memory Contention was that the 
average seek distance for the disk rose dramatically. Normally, 
50 - 70 cyl inders was the average seek on this system. But now, 
the average was sitting at 149! This means that at times it was 
probably even as high as 200+ cylinders. 

A final experiment in,creased the memoryrequiremf?nts of 
G 1 u t t on • P R ton ear ly 30 0 k w', I nth i s ex per ; me nt, i t ti 0 q k . a n 
average of 3 5 seconds to .lqa d and begin execution of a iP r P 9 ram 
about 14k w (u sua 1 1 y P E D 0 rQ e s k w a t c her ) • A few tim e s ! w hen ' t his 
experiment was tried, AOSwould end up in a perpetual memory 
contention; otherwise known as a "System Deadlock", 

Perpetual memory contention is where process preemption 
creates a "r i p p 1 i n g "e f f e C.t and is never really resolved. At 
such times, AOS spends over 95% of the machine's time resched
u1 ing processes and attemp,ttng. to resolve the memory contention 
caused by the resche.duling;!~d-nauseam. The only way out of this 

"extreme situation s~ems to be with an emergency shutdown (ESD); 
unless you have a .• !!....:!...!l.h priority resident process available to 
terminate the II 0 f f e niffnQ" p r 6 c e s s ( e s ) , . . 

... 

The 'a b 0 vee x per i men t s we r echo sen as the y s i m u 1 ate rea 1 
world sit~ations. Only wh.en properly identified can problems be 
solved. 

1-19 



Resol ving Memory j Contention 
I ! i 

How to resolve Memory Conten~ion depends on the predo~~nate 
level of Memory Contention being e~Rerienced. There are a number 
o fob v i 0 u s sol uti 0 n s howe v e r t hat !a ~ e use f u 1 t 0 k now . Let's" t a k e 
a 1 00 kat th em • ! ! I 

Adding Memory 
Ii I I 

. In a large perce~tage o.f .casies, Memory Con~ention cp'n .be 
eas11y resolved by addlng add1tl0ln~1 memory. TYPlCally, a~d1ng 
m e m 0 r y w ill t a k e a mac h i net hat i I s lin h e a v y 0 r C r it i cal c 01 rl ten -
tion and return it to light or med~Jm cnntention. Unfortundtiely, 
som~ user soft~are ;~ design~d tOigobble up as much memory las is 
ava11able, maklng thlS Solutl0n onr1 a temporary one. ; l 

! I i 

A 1 thou g h t his sol uti 0 n can i b! e a cos t 1 yon e i n t e r rris 0 f 
dollars, in the long run it may actu,ally be cheaper and lessilof a 
hassle than spending potentially hundreds of person-hours wo',Yj:king 
out other solutions. If adding membry doesn't seem to helpi,1 or, 
if you are already "max'ed out" meinqry-w;se, then othersolulyions 

,a r e n e c e s s a r y • I . . ' 

Process Ov~rload 
j 

! 

i 

Memory contention problems or)! ,your system may be caused by 
forcing too many processes 'to run pn the system. Using the !?C-LI , 
macro, PED and/or the Aoswatcher! ~rocess screens may estaibl ish! 
that there too many processes on ~he system or that a numb~r of 
the proc~sses are making excessiv~ ',memory demands. Although in ! 

th e 0 r y A 0 S sup p 0 r t sup to 64 pro des s e s, ina c t u alp r act i c ~ the 
numb e r ism u c h 1 e s s • I i 

I I I 

I :. i ",ce' 

In the case of too many proc~s~es. take a process inventory 
and be certain that ynu can justif~ every process being oh the 
s y s t em and 0 fit s pro c e sst y p e . R ~ m e m be r, a 1 tho ugh apr 0 c e SiS may 
b e b 1 0 c kl ed, it s v er y ex i s ten c e i ~ it he pro cess t r e e (s wa p p e d 0 r 
not), places demands on the AOS merhory space. This is because 
for every process on the system, AO~ is internally maintainiing a 
9 6. W 0 r d : Pro c e ssT a bl e (P ta b 1 e ) a 11 q n 9 wit hal 0 O. w or d Pta b 1 e 
extender: used when the process ;s 'I r~sident. Ptableand Ext;ender 
space- isl allocated in page mu1tl;~les. If pid fragmentation 
ex i s t s, IA 0 S may be us i n 9 0 n 1 y po r t ; on of s e vera 1 a 11 oc a ted 
Ptab1e p~ges. I I 

, I 

I 
, 
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, I 
: 
1"lIl'l1fll 

I I I 

I )' I. ,I 
Reducing process size can on!ly be accomplished by aicompe' 

tent System Programmer. Program~~ritten inHigh~Leyel language$ 
typically require approximately j35% more memory space thanl those 
~ritteninassembly language. I Hlaving:.a programmer "ti:~ihtei:d 

,sloppy ,code can dramatically.en~apce .Syste,m Performanc~.1f, thal 
program (as well, a:;,,'o,thers, ll",ke l V)1SI"frequentl Y utll l,!~ed b~ 
s eye r a 1 use r S a ta tim e • M 0 reo r1t I~ h is 1 ~ t e r 0 ,II, 

'I 

I 

Resident/Preemptible Processes I jl i ! 
" ,I I 

::. 'I r . '0 ! f 

Although marking a process s"Re'Slident or Preempt; 1:e ca'l 
initially ,improve its own perfo~m nl:e,,;:i~oo many Resident ~nd/o~ 
Preemptible processes can forqe, A:P'$ 'i;ntoa memory de~, 10ckJ 
r,equiring at-minimum an ESO to .resbl velt:. II 

J I I ",' 1 

A process s,hould ,'~be Idlclared:Resident if one f thJ 
following conditions exist:1n th1pr6~ra~: code: 'l 

' . I I ,I",,' 

It contains User, DeYic~ priveri;code. 

, - ~ 

I ' i: , , " II, ' ' I, 
It utilizes the ,[undoc~mented'J:?SPY, ?PCREAT;, 
?PRELEASE or ?PM:AP Sys1!e~ Cal1~. 

Itaddr~~ses mem~ry pa1el phys~~alTy. 
, . ~,. I ," I " 

I :' ' 

It use s the f 0 1 lowi n g $y s t ~ m C 81 1 s :'1' I ' 
?AMAP, ,?DEBL, ?HIST,' ?:IOEF,'!?IMSG, ?IXHIST, '?,',1XIl 
? I 'XM·T,,' ?STM'A,P' ., '1 ' , ,1,1, ,II. ' 
. ", ,'. f : . iii : 'I' 'i i 1 

Ii! '{ i ',:;\ I I 

r ti s a ~ l PC - d r i lye n c o~m L n i G a tiP n s board d r i ye r :1 il I 
{ su c h a's the PM G'R ) I:" I " I i ~, I , ' , I I " 

j I j \ il'l : i 
A iprocess shou,ld ,be Qeclare~ IPreemp;tible ~ when y 'u:: wan,tl 

it to possess a hign, process prior'ity bu1t don't requine r ~:identl 
propertii es • Preempt i b 1 e proces s1s I are swa pped ~ un der " olnd i t-: 
ions o~ heavy memor-Y:. contention. I Proce~s types are, expl :red inl

l C hap t e r: 2. - Pro c e s s ,S c h e d U 1 i n 9 • l I 

iii i 

Batch str~ams. }I I, : 
I I: I 

B a it c h 's t rea m sal low pro c e SI est 0 ' run una t ten d e d al n dar e 
handy fior doing program compile /~ssembl!ies/links while e!diting 
o the r Sou r c e cod e • U n for tun ate 1 y, b a it c h s t rea m s can tta k e a n 
additional chunk ou:,t of the sy. t!m me~ory pOQ,l; specifiical1y 
du r i ~ g jp r, og t a md eve 11. 0 p men t: c y c 1 e s • If. ~'. ,b, a t c hs t rea m"" i. n V/O',k e s a 
complle;, .link, Aosg~n or $ome 0, h r ut,li1ty, memory d,emanldS are 
; ncreaSfd by the ba ~ch st rr aln as "r 1 as!:he u~ i1 ; ty p~ogr",'l ' 

" ' I: '. : ! ; :1: 

1":'" 1 

I. 



A batch stream merely running ClI commands typically 
requires very little memory space because the ClI is written 
pre d 0 m i na n tl yin s h a red ~ code . Us u all y , one bat c h s t rea m i s 
sufficient, with two being a good upper limit. 

Process Address Space Declaration 

Ea r 1 yon ; nth i s c hap t e r we 1 0 0 ked a t the r am i f i cat ; 0 n s . 0 f 
processes that are declared with too large an address space. 
T hat apr 0 c e s s ; s II hog gin 9 n me m 0 r y i s not a 1 wa'y s e v ide nth 0 w
ever. ,f\t runtime, a process may elect to extend its address 
space ~ia ?SSHPT, ?MEMt or undocumented Desktop ?Pxxx calls 
( w h i c h ia r e not 1 i mite d to jus t the Des k top) • P ED and the A 0 s -
watcher'process screens will shed some light on this problem. 

Using the Aoswatcher Memory Information Screen (MEMIN) , this 
address space extension may also show up as an excessive amount 
of User Memory bein.g utilized. Some processes may temporarily 
increase their shar~d memory size (?MEMI) or the Shared Partition 
size (?SSHPT) - which could suddenly force the system into memory 
contention ~ only to release that memory shortly thereafter. 

Processes using Shared Page I/O (?SPAGE) are often a source 
of memory contention. Shared page I/O is meant to be utilized 
w hen s eve r alp roc es s e 5 r. e qui res h a r ed a c c e sst 0 dis k f ; 1 e ( s ) . 
T y pic all y howe v e r, pro g r a mm e r s 0 f ten uti 1 i z e s h are d p age I / 0 to 
circumvent the process 32kw address space limitation. I have 
done this by creating a multiple-page dummy file, using the 
S h a r e.d Pages (. con t a i n i n g the empty b 1 0 c k s ) to dec 1 are 1 a rg e 
a r ray sat run tim e .W hen use d ; nth ism ann e r. S h are d P age 
efficiency data (as reported by Aoswatcher) may be of little 
value. 

Although Sh.ared Page I/O requests may not be excessive, 
another problem caused by ?SPAGE occurs from a process reading in 
a large number of shared pages and then not releasing (?RPAGE) 
those pages when finished with them. This can be observed as a 
large quantity of Shared Pages in use by the system. Inefficient 
Shared Page usage can cause excessive Disk I/O in addition to 
'contributing to memory contention. 
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Using Shared-code 

Writing user software in shared-code is an excellent ~ay to 
reduce memory requirements on the system, relieving the Memory 
Contention somewhat. Writing in shared-code of course assumes 
that several users will be running the software simultaneouisly. 
If not, the time and expense to write in shared-code becomes a 
c om pl e te was t e . of t i me and e f for t . I 

S h are d - cod e ass u res t hat t he shared pages of the program 
ph y sic all y ex ;s t 0 nl yon c e i n me m 0 r y, as 1 0 n gas the sam e • P R 
file is executed bya1l users of the program. If several copies 
of the . P R f i 1 e ex i s t , t hey wi 1 1 no t a 11 s h are the sam e cod e • 
The sharing of code is based completely on the pathname to the 
.PR file. . 

A c 1 ass i c ex am p 1 e of s h are d - c ode i s of co u r set h e C LI • A 
pro c e s s run ni n g C LI nor m a 11 y uti 1 i z e s 18 sh are d p age san don 1 y 3 
unshared pages (although Pid 2 OP:CLI seems to be an exception). 
C LI use r sty pic all y . r e qui reo n 1 y 3 p ages fro m the. me m 0 r y pool. 

As a final note, shared-code DOES have a slight li.ability. 
The LIN Ke r. S tarts the s h are d - cod epa r ti t ion on a p age b 0 u n dar y 
which could waste nearly a whole page of memory. per process if 
the p'rogramis poorly planned. Multiply that by, say, 20 users 
and you have a significant chunk of memory being wasted. 
Sometimes all it takes is 20kw to throw the machine into memory 
contention. 

More information on writing with shared-code can be found in 
the various DG programming reference,!manuals, as well: as the 
LINK/LFE reference manual. These are listed in the bibli~graphy. 

AOSGEN Solutions 

Learning the ins and outs of AOSGEN can make a 
difference in your system's performance.' To fully 
w hat i s a v ail a b 1 e fr 0 mAO S G EN. [ r e - ] rea d c hap t, e r s 3 
"How to Load and Generate .... " manual, thoroughly. 
time we 11 s pe n t • . 

siignificant 
understand 
& ,4, of the 
It will be. 

On Desktop systems, many sites choose to run the Pre-Gen 
version of AOS instead of the Sysgen version; usually' because 

. they don't understand Aosgen. I have yet to meet someone who 
understood AOSGEN and chose a Pre-Gen AoS system anyway~ i "It is 
just not logical", said Mr. Spock. . i . 
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With AOSGEN, the most common mistakes you will make are: 

Solution?: 

I n. cl u din gun n e ce s sa r y de vic e s in the .S y f i 1 e or 
declaring their buffer sizes too large. 

Including Sync Buffers when no sync lines are used. 

Specifying top many cache buffers. 

To begin with, never oen' devices that you don't need. 
Not h ; n g ; sac com p 1 ish e d by d-0 ; n g t hat; u n 1 es s you k now 0 f s 0 m e 
off-beat programming trick that I don't •. ~ .. When you do include 
a device, choose the buffer sizes carefully. For example, output 
devices rarely require an input buffer so this can be set to two 
by t e s (1 w 0 r d ); the min i mu m r e qui rem e n t. Rev .e r set h esc e n a rio 
for input-only devices. 

If your system doesn't use sync lines (most systems don't), 
you c an pro b a b 1 y A 0 s g en t his par arne t e r t 0 its d e f a u 1 t 0 f 0 n e 
1; ne :;> 

If you have."core to burn", gen'ing in all 128 Cache Buffers 
can significantly speed the system disk I/O. On systems with 
tighter m.emory pools, this speed comes at the expense of Memory 
Contention, which·of course can result in added disk I/O to the 
SWAP.SWAP file. So~ while there may be slightly faster liD, the 
number of R/W requests may increase due to ~rocess swapping. 

Dump/Load and Program Buffering 

W hen do; n g 0 ump sand Loa d s, it is 0 f ten des; r a b 1 e to·u set he 
maximum buffer size available for the device. Doing this will 
not only speed the I/O but ~ill also ~llow more data to be packed 
onto media such as magtape; if that's what you're dumping to. 

The liability of large buffer sizes during Dump/Load is that 
it can force memory contention. I did an experiment to prove 
this out. On my Desktop, the buffered devices include: 2 Floppy 
drives, A Cartridge tape ~nd a Streaming Magtape; not to mention, 
the two Winchester disks themselves. 

In my experiment, I proc'edGlutton. Pr at 256kw and then 
initiated a series of 6 processes all doing Dumps, Loads and 
Moves wi t h a B u f fer s i z e of 8 19 2 ( 4 pages per buffer) . It was 
interesting to watch the impact of losing only 24 pages. The 

'system dropped immediately into Medium Memory Contention. \4ith 
Glutton.PR set at 400kw, the system would vacillate between 
Medium and Heavy Memory Contention. 
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With user programs, the same buffering problems exist, ex
cept that things ca.n be worse becauseuser-wr itten. s'oftware c;:an 
define [potenti.al1y] ,.an unl'imited number.oJ buffers, ,all at 8192. 
I recommend a,llow.ing a. variable number of: buffe·rs switchselect-: 
able at program load or run time., The program could b.edesigned 
to specify ,rna nyJ.a rge b u ftf er sandbu f fer, sizes diJr ing the. system 
s 1ac:kperjods,. uti 1 izing' IT.lemorY-effiC;:ienlbuffer'ing during peak 
operation p€riods~ . 

Swapfile Placement 

As .we've alreaCiiyseen, process swapp.;ng is,an unc,tesirable[ 
side-effect of Memory: Contention that haippens frQm'time.;.to~~;me.1 
Because. Swapping in'Volves 110, it, is in ,our best: int~tesits tOI 
speed that 110 as mu~haspossib1e. Therre ~s a m~th thatp1!~cingi 
SW.A P . SWA P on ah ead - per -t,r a ~k dis kw ill : 1 mpr oveits, performance': 
Un,fortuna(ely, thosel'disks have a consid~ra/;>ly slow'elr dat:a' ~rans-i 
fer rate. So instea~', thedpposite effeqt actually: IOCCU~iSi. ji .' i. 

ii i 
SWAp.SWAP;s a d,ontiguous file,meaniing that al1 of'ithd'disk' 

blo.cks forthefn~! res,ide physically ,:~ontiguou~lon th~ l~isk.: 
Whe'n allocating SWAPtSWAP! if ~he, current!!f!lle si:z~1 r~qu~~tl~d, isi 
less than or equal ~o th~ex,st'ng SWAP;4:SWAP,th:e: ~x,st!'ng! f,le! 
is reused or shrunk i(free'ing up disk blo!c;:kis). If " the r'elqy~stedi 
spac~ . i.slarger thanii~he iex'ist~ng SWAP~S:WA.R file" ,c,ontigiu;OU:~ sP-i 
a. c.e '. s foo.u n d by scan~, 1 n g the S,tM a p ~ 1 J i,1[.,ior. Ii th,e ..•. ·.'req. I.U es t ed: ~~ m.b er'l' 
of contlguous blocksl!' If the requlredi::: cpnt,guous b10qks are; 
found ,the system c~mes ,up normally; ot'rerwise, '. '~.' FATAL: ~rSTEMi 
ERROR occurs. The io.nly;t~me you 'ca.n !~~'force"a r1ocatio~ fori 
SWAP.SWAP is duringli system installilti:~n [or a s\lbsequent ' , disk! 
compression. And even th~n, it'sa li;tt1~ oit triCk~. :, Ii Ii 

i :. i ,~ , : ' ' ; i : . i . i ;: I, 

Wh.enthe systeip islfirst booted,!,:the SWj\P;.S'WAPifi)i.e isl: 
installed just priori to iasking the" Iriiitial Loaid!?" ques~:ion.1 
This puts the SWAP.S~AP f:ile near the "fl~10~,t"of th~ di~ki. !i~Oncel: 
the remaining softwate is' loaded onto th~ (:fisk, tl1'is may: niot be: 
an advantageous loca~:ion qS the seek distl~n~e from those 'fil!es to: 
the SWAP. SWAP may be j'rather 1 arge. . 

To m, n 1 m , z e seek time, you will wa O!t.to p 1 ace .' the s w a' p f i 1 e 
near the ftles most ~ommorlly acc.es.sedby jthe system. To do this; 
the operating,systemj!needS to be nfooledi'~: into placing the iswap-' 
file approximately w~ere iyouwant iL p:nqe youun~derstand the 
way in which ADS ~11oc'.ates Swapfilespace,~his becomes ai 
relatively easy proc~~s. . 

1 ) 

, " ;1 
I' 
, 

i 

See Chapter 4 ~or Bit-Map 
i 



SWAP.SWAP Specifications 

SWAP. S \.J A Pi s a co n t i guo u s f i 1 e , mean 1 n g t h at all of the d s k 
blocks for the file reside physically contiguous on the di k. 
When allocating SWAP.SWAP if the current file size requested is 
1 es s t han 0 r e qual tot h e e xis tin g S W A P. S W A P , the e xis t in g file pc-

i~ reused or shrunk (freeing up disk blocks). If the requested 
space is larger than the existingSWAP.SWAP, contiguous space ;s 
fdund by scanning the Bit Map[l] for the requested number of con-
tiguous blocks. If the required contiguous blocks are found, ·the 
old SWAP.SWAP is deleted and a new Swapfile is created from th~se 
biocks. Otherwise a System Error occurs and AOS terminates. 

Force-Allocating SWAP.SWAP 

Armed wit h th e above data and tee h n i cal i n format i on about 
y,our disk, it becomes relatively easy to "force" SWAP.SWAP to a 
new location. 

, 

. T. he fir s t s t e pis too v err ide de f au 1t s pee s ( d uri n g 5y s t em 
Iristallation) allocating a swapfile purposely under-sized~ Next, 
perform the Initial System Load. When you get the eLI prompt, 
ere ate a d u mm y f ; 1 e with an e 1 em en t s; z e big en 0 ugh to" gob b 1 e 
u~" a~l the disk blocks up to the point where you wish the "new" 
SWAP.SWAP file to start. . 

. N o. w , shutdown A OS, reb 0 0 ta n d override default specs (; f 
n~cessary), setting the swapfile to its new (probably original 
default) size. Voila! AO.S is forced to create the new Swapfile 
H the'" m; dd 1 e" 0 f the LOU. A s a f; n a 1 s t e p, del e t e the d u mrny 
file and load your remaining files. They will install "around" 
the newSWAP.SWAP. 

The abo ve pro c e d u r e h as rna d e quit e a d iff ere nee 0 n man y a 
system. You may not be able to eliminate the swapping caused by 
heavy Memory Contention, but you can reduce its impact. Moni
toring theaverag~ seek distance on the swapping drive will tell 
you how goo d a c h 0 Ii c e was mad e for the s w a p f i 1 e 1 0 cat ion. 

Memory Contention Summary 

As we have seen, memory contention has many 
are many cures. Although we have delved deeply 
agement, there is still much to be learned. 

. memory ma n agemen t :c an make a 11 the d i fferen ce in 

1) See Chapter 4 for Bit-Map details. 
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Processes and Process Scbeduling.Theory 

Process Scheduling ;s at oncef;ascinating in addition to 
being a very complex issue. Before ~e can ad~quately delve into 
this topic however, we need to first'review some "bastcs" about 
processes under AOS. i 

I 

Process Basics 

AOS i.s Multi-Pr,ocess, Multi-task:Operati~g System supporting 
up to 64 processes. Per the glossar~,a Prpcess is Simply. an 
address space that con t a ins cod ea nd i data. . I .A process is not il 
program; a Process '"houses" a pr()gram. I know this is nit-P"'1ck·· 
ing on the definitions, and"it helps to eliminate a confusion 
that will probably cause problems 1 at~r. 

l 
i . : I 

TechniC'ally speaking, there areactuall!j 65 pids. The 65th 
pid is Pid O,used by AOSitself. lit $hould1comeas no surprisl~ 
that Pi d s 1& 2 are res e ri:v e d for PM G R , and 6 P : ~ q ~ e s p e c t i vel y • 
What is sometimes overlook~dis that ,Pids 1 !& 2 can actually be 
~ program you likb, as' long as the! programs ar:e named PMGR.PR 
and ell. PR respectively. This of I course: does require some 
thought and doing, but it .',is possible i • Befote attempting a feat 
like this however, Y'ou had::better be well versed in Aos internals 
or you are sure. to m,ake a mess of things. 

Processes can be of three types: Resident, Preemptible, or' 
Swappable. Resident Proc:ess .share a priority Stl'1uct,ure with 
Preemptible's,andwill never be swapped to, disk~ I Pr:temptible 
processes are tfhef:inal candidates for swapp~ng if! AO~ enters 
into heavy memo,ry contention. They run at a higt)er pr';otity than 
Swappable procejsses. Most processes are: type-s,wapp:abl~. They 
are th-e first candridates for swapping to. di.skaindrun ata 
S c h e d u 1 e r - de ri vedp rio r i t Y bas e du p 0 nth e i rpa s ~ ian d i cur r e

l 
n t . 

behavior, as well as' their projected behavior anq [user]! assigned 
priority. 

Processes that :interactdirectly with the syste~ devices via 
Assembler language III instructions must be resid,ent, as are 
processes that utilize histogramming and/or the urydocumented ?Spy 
System call. System Calls that demand. pro.cess ,residency are! 
detailed in the ADS Programmer's reference manual. ,As d!escribed! 
;n Chapter 1, too m ny resident processes ,can force ADS into 
m e m 0 r y II d e a d 1 oc k ", r e qui r i n g a n Em erg e n c y Shu t dow n ( E sd), - s 0 

System Manager's bewre!. 
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The purpose of declaring a process Pr~emptible is to give it 
a high proces.sand memory' prior·ity. Unfortunately, there ;s no 
way to give .a preemptible process a lower priority than one that 
is swappab1e; as can be'done under recent releases of AOS/Vs. 

For both Resident andPreemptible processes, should they go 
Compute-bound, they willten.d to dominate the system, or at least 
lock out all the swappable processes; so again, beware! 

Swappable processes are uriique in that their performance is 
con s tan t 1 y b e i n 9 . "m 0 n it 0 red ~' by the pro c e s s s c h e d u 1 era n d the i r 
actual priority is ~ltered based upon process behavior. More on 
this later. 

Process Scheduling Basics 

Under AOS, processes are scheduled for CPU time based upon 
what is known as their PNQF (Prior Enqueueing Factor). The 
process with the lowest PNQF which ;s also ready will be given 
control of the CPU for a specified period of time. 

For Res ide n ta n d pre e m p t i b 1 e p.r 0 c e sse s, the P N Q F is none 
other than the user assigned priority 1 - 255. So ineffect~the 
"fatherll controls the' PNQF of these processes. For Swappable 
processes however, the procedure is quite different. 

Because most processes are swappable, it makes sense to have 
the Pro c e s s S c h e d u 1 er COm put e the P N Q F rat her t han to h a ve ; t 
assigned by the use r . II him s el f " .Y 0 u see, having a static 
pr i or i t Y . for a. pro c e sst h r 0 ugh 0 uti t s 1 if e i s not a v e r y goo d 
idea because it fails to t a k ei n t 0 account what the process is 
act u all y d 0 i n g . A h i g h P r ; 0 r i ty cpu - b 0 u n d pro c e s s c 0 u 1 d e as; 1 y 
dominate the system, creating a system deadlock or some such 
problem; whereas, a low priority process predominantly I/O-bound, 
might never run at all; 

The A 0 S so lu t ; 0 n to this problem is· to a 1 low processes to 
run on a time-slice, basis. adjusting the process PNQF based upon 
its past behavior and other factors. The goal of this computa
t ; 0 n is to reward I/O-bound processes with al 0 we r P N Q Fan ·d to 
penalize com p u te -:- b 0 u n d processes b yi ncr e a sin g their P N Q F • 
Thanks to an int·imate relationship with the interrupt world, the 
Process Scheduler is capable of dynamically altering a 'process's 
PNQF as it gravitates towards I/O dependency or becomes more CPU
b 0 u n d • A 0 S k e e p s tr a c k 0 f . pro c e s s's be h a vi 0 r by ad jus tin g its 
Timeslice Exponent (Tx). 
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For purposes of Scheduling evaluation, the Scheduler assumes 
il process to· bein one of Jour states: . . 

Time":Sl ices 

Co~~o)e I/O Bound (most d.esirable) 

I/OB.ound- to n.on donsole-fype :devices 

A w ai tin g an I PC' C 0 mple t ion 
( 0 t h er than t 0 PMG,R) . 

, . 

compute -bou n d , (1 east' des i.rab 1 e) 

Ix = ,1 

Earl i e r ,1 me Ii t ion e d that . s w a p p~ b 1 e pro C e :s s e S are t'i me -
sliced, but I haven'treal,lygiven! a definitjon orf whajt a :ti;me
slice is. Undermost mu;lt;t-pr,ocess i:systems, 'aitime:-sli:c$ is 
simply anarn.Dunt of! cpu t1~~i(given to!a, proces~. [for: ~jxecuiqion. 
If.aprocess ,uses.a1l th.e tji:mie allotted',tQ it, fi:ne. ,I!~ no~,[:the 
time-s'lice rema1.ning, i.s volun"ltarily' rel:inquished; andthie pro~ess 
will have towaitforanoth~IT'::slice ofti~e in olrqer ,t~ coritlinue 
exec uti on .F or. Resiid e nt a6 d i pr eempti b l'eproc e.s s'e ~, t h ills d ~flrn i-
tion is al'so a.ctutat'e. . ! ii " Ii 'i 

, • t 
.l' 

, :' f 

.. F.or Swappabl e Proce,ss;~.~. und~r:~~S, .this !defi~;"tiO~ .. iS 
mod.lfled so~ewhat.. Here.,at!lme-s}lcel~ s1mply!a '~yardst~,ck" 
(ormeasurlngdevlce) used to more preclsely detierm1fH~ a iP\]'oc-
ess's behavior. " i I· . . , I 

;! t 

I 
Time-slices a.ndProcess Behavi:.or 1 

I' 
i ;: :!i 

TheAOS Scheduler w~l1, always give. a proce~s~s: muc;h II-cpu 
time as it ne.eds. How of it en the process isac.tualljysched~led 
however is determinedbYiits. behavior,:. as r deSqrib!ed, ea~lrer. 
In order to make thesche~tll,1ng algor,lthm work :smdothly, 'IAOS 
utilizes the P.LT. (Progra!mrnab1e Intery:al Timer) to ~ll!oca'beiCPu 
time toa process. Unlike! !the Real Ti;me Clock. (JHC)~hich Ican 
interrupt only at fixed 'in~~Y'va]s Jspec:if;ed duri~g ~O~GEN),: the 
P. I. T. can be "programmed" ito: inter:rupt: at intervallsas: short as 
1 0 0 mi c r 0 sec 0 n d s and as 1 0 n: ga s 6 5. 53 6 seconds. !; , 

.. Resident and Preempti~leprGcesses because ofth~ir priority 
are given a time-slice of 2.,048 seconds. If they are still r.eady 
to run,then they will be gi;ven another 2.048 secon:d slice of 
time until they all eventually bloc:k for Some' rea~on; which will 
r el in q ui s h con t r 01 to th e h ~.g h es t p r ; 0 r· i t y, r e a;d y, s wa p p a b 1 e 
process •. 
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When a Swappable process first begins execution, ADS assumes 
it to be I/O bound and therefore allocates a small time-slice. 
Time-slices are doled out a sub-slice at a time. (A sub-slice 
b e i n g 32m s . ) A: t the end 0 f a sub - s 1 ice, the t ask s wit h i nth e 
process are rescheduled. 

If the process should use up its time-slice without block
ing, the scheduler assumes the process is becoming more compute
bound, raising its PNQF and upping its time-slice amount to the 
next power of 2. Likewise, if a process blocks before using its 
time-slice, it is assumed to be heading more towards I/O depend
ency and is given a lower PNQF and a smaller time-slice. 

If a process loses control of the CPU 'due to an interrupt 
and/or a higher priority ready process, before scheduling the new 
p ro c e s sAO S s a ve s the rem a ; n de r 0 f the cur r en t pro c e s SiS tim e
slice so that the process can be properly restarted later. 

The relationship between process beh~vior, priority and 
time-slice is illustrated in Diagrams 2-1a anp 2-1b. 

High 
P 

N 

Q 

F 
Low 

I/O 
Bound 

<-Behavior-> CPU 
Bound 

Diagram 2-1a. I 

Process Behavior vs. Process PNQF 
i 
i 
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\ 

I 
I 

TI 

~ 
sl 
~I 
el 
el 
I~~--~----------------11/0 
[Bound, 

<-Behavior-> CPU 
Bound 

I , ' : 
iDi agram 2-1b. 

p rr 0 e e s s B e h a v i or v s. Tim e - s 1 ice Len. 9 t h 

I I 1 

I I 

I I 
_____ T_i~m-e-~_S~~---O~o-m~p+iu~t-a-t-l-·0-n--- I 

i ' 
I,' I, I ' i I 

ale t u a 1 ti ITl e - s 1 ; e e : val u e for apr 0 e e s sis com put e d as: 

i 
, ~ . ~ 

ITs 

Whe rei: 

I 

Tx 
~'2, *Ss 
I. 

I .1 
Tx is the Tiime.;. sl ice Exponent (1 - 6) 
Ss is a fixed amoun~ of time (32 ms.) 

Each Itime a Swappable process becomes more compiute-bound, 
the Tx iSI incremented by 1, allocfating a larger timerslice. In 
cas; ,of a Priority: 1 compute-bound process with a Tx; of 6, the 
scheduler doubles the time-slice f~om a standard2.048! seconds to 
4.0~6. Remember however, that a itime-slice is actually used a 
subislice at a time. Therefo~e, a swappable pr9cess will 
dom1nate th~ CPU fdr no more than ~2 ms. ' . ! I " ", 

I 
I 

'I 
I 
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I ! 

I 
PNQF co.Ptitatio~:. .1 I . . 

Fa r Res i d f n t ar) d tr e em p t i b 1 e pro c e sse s, the P N Q F iss imp' y 
the assigned .R.'~iori.:t.i.y for the p.ro,cess. For Swappable proc.esses, 
the PNQF is coimputE~d!.v; the foll~wing formula: I • 

j . . r I: , I 

PNQF = II + peN + WPRI 
I 

Where: I 
I 

PCN is t~e process Characteristic Number which ;is 
I com p ~ t e ~ bas e d u pan val 'u est a ken fro m S tea d jy "i' 

I S ta t e. tj,a b 1 e (P. C N S S ), the. Eve n t - C 0 u n t tab 1 ~ 
i(PCNBC) I, and the Reaction;..Rat·e table (PCNRR'):-: 
Ilother~isf known .as thePCN Rec·alculation Tablesi.! 

WPRliis t1e~lot. cont~nts of the Weighted pr;orlity ~ablef Tf'.hiS tablel.iS indexed by the user-assidned 
'procesriority (~,2,3) I 

. , 

I I 
I , 

I. i I 

The compulted ~CNlis that part of the PNQR which truly 
reflects th~ ~~st b~ha~ior of the process. The P~N begins with 
~he .Steady.-Stal~e val\le:or ~ process ',s current beh~!vior level and 
1S 1ncrementedlby the R~act10n-Rate fo·r that behaV1!Or leve.l. The 
Event-Count ta~le deitermines how long we will allow a process to 
remlt.n at a gi~en be~a~~or level before being dropp~d to the next 
lower level. I ! I·,! I' " 

i I I I'! 
I I ! 
I 
I '. , 

It co u 1 d Ibe sa; t1 that the PC N i s i apr oc e s s 's ex p 1 a nat ion for 
why ~t is. now I u.nblociked,. E~ery time: a process unblocks or runs 
out ,ts tlme M sl1ce, theiPCN 1S recalc~lated.;. 

I I I I 

Iii i .' 

Table 2-2'1 detaiils the PCNRecalciulationi formulas, and Table 
2-3 declares the contents of the PCN Recalcul:ation tables. i l . . " . 

i : 
., 
I 
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Current PC N New PC N 

PC N < old PCN The next lowest PC NSS value 

. 

PC N = old PC N Old PC N 

PC N > old PC N Old PC N + PCNRR 

PCN > old PC N The next highest PCNSS value 
and Ts. expired 

Table 2-2 
PCN Recal~~lation 

Unblocking Event PC NSS . PCNEC 
Beha.v.; or Level 

Console I/O 1 4 

Non-Console I/O 13 1 

I PC (non PM GR) 16 .. 2 

Compute Bound 22. i 1 

Table 2-4 
Recalculation Table System default values 
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Priority Weight Table (WPRI) 

The Priority Weight Table is a table that. allows the user
assigned priority to take precedence over the PCN calculation in 
the sch.eduling algorithm. This is done by giving the priority 
some "weight"in the PNQF computation. This table is indexed by 
the s wa p p a b. 1 e pr 0 c e s SiS ass i g ned p r io r i t y • A s it i s des i g ned, 
this table simply contains the values 1,2,3 at the corresponding 
offsets. If the values in this table are made larger than values 
ca 1 c u 1 ate d from the PC N R e cal c u 1 a ti 0 n tab 1 es, the nth e use r -
assigned priority can be made to dominate over the peN calcula
tion~ with regard to determining a process's actual PNQF. 

The Ready Eligible Queue (RELQ) 

Internal to ADS is a queue known as RELQ; the Ready, 
Eligible Queue. This queue maintained by the Core Manager and 
the Process Scheduler, is a linked list of all Ready/Eligible 
processes and is ordered by PNQF. 

When it comes time to run a process, the ADS ·Process 
Scheduler starts at the front of RELQ looking for the first Ready 
process to be found. As the P N Q Ff 0 r a process changes, its 
position on RELQ will be shifted accordingly. 

Altering the Process Scheduling Algorithm 

Th us far we' vee x am in e d ho w p r oc e s s s c h e d u 1 i n g i sac com p -
lished by ADS and how it relates to user assigned priority. It's 
also useful to be able to alter these algorithms from time to 
time. Unfortunately, for Resident and Preemptible pro~esses 
the re i s not h i n g t hat can bed 0 net 0 a f f e c t the pro c e s s s c h e d -
uling outside of assigning different process priorities. A word 
of caution here: avoid running Resident and Preemptible processes 
at Priority 1. At priori-ty 1 they will be competing with the 
PMGR for cpu time and" that could negatively impact system 
performance; specifically with regard to console I/O. 

For s wa p p a b 1 ep roc e s s there are two kinds 0 f c han g e s that 
will affect the scheduling algorithm: 

(1) Program changes altering the % of cpu time to I/O time 

(2) Plugging the System Tuning Tables 
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-Fooling- the ~cbeduler 

Through programming changes you can change the exec,ution 
flow of the 'us~rprograms andI6r ins,tall, routines that perform 
"dummy" liD-type Sys.tem Calls. Such call:s can be made in,o~der 
to "foo1 11 the scheduler into "thinking~' that the proce$,s' is 
bec.qrtlingmore I/O bound,; thereby lower,i;n:gits PNQF. On f'aster 
CPU's, thisoccLlrs naturally as a function :of increased cpu sipeed. 

i i 

I • i 

As an experiment, I took a,heavily. compute-bound progra,m and 
installed 'an IIOr'outine that was called at various points iln't,he 
computational loops. 'ThlS, ItO routine simply requests APS ito 
read the same b'loc'k o.f a 1 element shared ifi le thatnad bee~ii iop,ien 
exclusively for this purpo'se. This I/O re:quest ind!icates ~:o:itihe 

,'Scheduler that we are gravitating towards )/0 depend~ncy, wtji~r\ :in 
fact this is not true a ta.' , .B ecau s ~: the ~ e q Vi est i. s II}ioi! a 
frequently accessed sha,redf11e, no phys~!cal, dlSk ',dlO lSi:i~ver 
performed -'the b10ckbetn,g core-re,s;dent~iin a shared-page !!~'!t;he 
[so-ca11edj I/Otakingane'gligib1eamount'!of time. Ii,! 

'I; ! 

ii' .i 
ii' 

The characteristics of each progra:rtt are usually sigihi1fi
cantly different. Frequently, a process'is characterist;csi,li~nl 
have todo with what other p'rocesses are running iR tandem alt; !the 
ti me. I nor d e r to rna k e t hi skin d 0 f ite c h n i que W 0 r k , illS !0(T1 e 
experimentation wi11 be in order. i,I!'1 i, 

,,1'1 
iii 
Ii; ! 

:Ii. : 
Plugging the Slstem Tuning Tab,les " ' ,iii i! , 

, !I, ! I , 
, ',..,'" " , ... , " III i I I 

' Patchlng the System Tuning Tablesoffe,rs an exc~llent ~;~~~o 

alter theSche,d,ul.,in.g,.alg0,~l,·,t~m. A. p.otent:ial draWb,ack tOli,ll~h!~,·s 
'method however 1S that 1t lS off1c1ally!not suppo,rted bY111 iya;ta 
General, even though it seems to work rath~r well. i Iii:! " 

'I! i ! Iii i I 
II I I I 

A system tuning facil ity has been IIwired" into ~OS for IWI~ars 
a 1 thoU 9,h, ,it is un,. docume, nted andtherefpre ,P, rObabl. y,' un, suPPor~l.~IIJ .py 
Data Ge,neral. Currently, these tables ca~! only be plugge.d l:usl,rg 
the System Tuning screen of Aoswatchar o,r by pa.tchln~r'l tihe 
S y s tern. S y fil e Ca s me n t ion e d ab 0 v e ). wit h 1 the Dis kEd ito r, 1lb D [T 
( h 0 r r 0 r 0 f h 0 r r 0 r $ ) • . . I" 1"

1

'1 i I! 
. . !!! I I 

.', :!! ! I :1 

!i: i i 
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I 
I 

When Deskwatcher was being developed, the 1TUNE System Call 
(the key to System Tuning) ,was tested thoroughl~ and found to be 
workable with theWPRI table and the PCN Recalculation Tables. 
(There is another aspect of this call which doesn't seem to work 
and is therefore not curr.ently used in Desk~watcher"~ or Aos.,;, 
watcher) . ,I , , 

With Derkwatc~er/A~swatcher utilities, ybu can ~lter the 
above-mentioned tables as the need.s ofyoursys;tem dic~ate. ,As 
the process load on the system vanes throughout I the day!, you may 
wish to alt~r these parameters from time-to-t;m~. If you find a 
setting that. seems tbwork most of the t;m~, ypu might want to 
"patch" these ,tables, permanently in the' .SY file and :~einstal1 
the system as ,necessary. . .! I . i .' : 

I , 

'~' word of ,warnlng is tha.t patchilng the .s{lfile mi~h~ leave 
you w,lde-openfor unsupportab111tyfr<pm Data Gel1l(:!ral. [it 15 best 
to check with your 0& Systems EnQinee~ to get a~tecomme~~atiDn on 
how to .do this and still insure supiportabiTiJtIY. Talik ' with a 
numb.er ·of OG S/E's has indicated that!, this isprtobably hqta big 
issue if the patch is properly appli[ed. The t~ble na~es .to be 
patched are: WPRI,PCNSS,PCNEN, PC~RRrespectlively. I They can 
all be addr,essed by those. labels us;ing the DiS"1 Editorl (DEDIT) 
a~d the .ST file produced during AOSG~N. , I 

. ! 
Plugging the Weighted Priority Table 

The only valid rea'son I can think of fo·r ever patching the 
Priority Weight Table is to force the user-ass'"fg'iled priorities 
(1,2', .. 3) to ta., ke precedenc~ over t.he behav,ior derived aSP',ectsof 

.the schedul ;ng a'lgorithm. I' To accomplish this, you want to plug 
value.s :into ,th,istable thiat exceed the largest ,value c'alculable 
with peN Recalcu,l-ation Ta/Jles. This largest va:1ue is computed 
from the compute-bound offset of these tables as~ . 

Max-Value = PCNSS + (PCNRR * PC~E~) 

On my, A a S System, I have chosen: 1 0 a ,2 0 0 , 30 a for priorities 
1,2,3 r~sp~cttvel~. 
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Plugging.the PCN Recalculation Tables 

When plugging the peN Recalculation Tables you must be 
careful to insure thpt the va.l ues pl ugged into each· of the three 
tab.lesexhibit a proper relationship with the figures in the 
other tables. To help you select the "appropriate" values to 
II P 1 u g " into.t h e PC N Recalculation Tab 1 e s , 'a few tip sa rei n 
order. 

,As described in Table 2-3, proces,s behavior can be broken 
into four .groups{or levels if that makeS more sense}. ,The 
Steady-State values. (PCNSS) . declare the start of each behavior 
level, while the Event Counts (PCNEC) define the length of each 
group/level. The Reaction-Rate entrie,s give the incremental 
value for each iteration of the Scheduling algorithm as a pro,cess 
is measured to be more compute-bound. This value declares how 
quickly we will drop to the next behavior level~ . 

The most important thing to understand about these tables is 
that their values are all relative to each other~ specific values 
have no meaning. In order to intelligently plug these tables 
permanently, you will need to first experiment these values using 
the System Tun i'ng Screen of Aoswatcher • 

Toassist:in this experiment, remember t.hat the PCNSS value 
( for a1, 1 but t he C on s b 1 e I/O be h a v i 0 r· 1 e v el [ 1 J) i s com put e d a~,: 

(PCNEC * PCNRR)+PCNSS 
(values taken from the previous l~vel) 

A working example is probably in br~er here. I will use the 
Reca1cu1ati'on Tables, from my own Desktop ADS system as an example 
of how these t.ab 1 es might be·set. ' 

This system is used predominantly in the following areas: 
1) System software development; 2) Full CEO; 3) Manuscript 
writing and general word processing (using a non-DG Word-proces
sor); 4) Various .computer games from Pa.cman, Chess and Adventure 
to Startrek and a Stratego board of my own design. 

Once-the tuning s'creen was designed into my ·then "personal" 
copy of Desk,watcher, I. saw 'instantly that the default values for 
the PCNRecalcula.tion Tables (shown in Table 2-3) chos.en by the 
designers of ADS, were inadequate for a system b,eing util ized in 
the way mine wets. ' Some experimentation (and admitted1y'guess 
work as well}, brought me to the values described in Table 2-4. 

1 ) This should always begin with a value of 1; unless you 
wish .to insert-a new scheduling strutture. 
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Unblocking Event 
Behavior level 

PCNSS PCNEC PCNRR 

Console 110 1 

23 

37 

45 

6 

4 

2 

3 

3 

3 

3 

Non-Console 110 

IPC ·(non PMGR) 

Compute Bound 10 

Summary 

Table 2-4 
Recal~ulation Table working example 

( All val ue sin 0 c tal ) 

From studying Table 2~4, several things should be evident: 

1 ) 

2 ) 

3} 

4) 

C o. ns ole I /0 and Com pu t e - b 0 u n d pro c es s e s are. g i v e nth e 
most.and careful attention. 

IPC-bound proc~sses b~ing more rare are therefore given 
only minimal attention. An Event-Count of 2. allows for 
one ? IS EN D / ? IRE C seq u en c e or· a ? IS. Rca 1" .t 0 . be 
executed before droppin~to the next behavior level. 

Adiagramatical representation of the above table·might 
.be an hourglass figure that is flared at the bottom 
somewhat more than at the top. This means that we ask 
ADS toe val u ate I n t era C t i v e v S. Non - I n t era c' t i v e 
processes in a similar way, although Scheduling is a 
little more precfse when dealing with non-interactive 
processes. 

The Reaction Rate Table values are the same as the 
System Default. This makes plugging the Tables easier. 

As you can see, Process Scheduling is a rather complex issue 
~nd Y04 haven't heafd the half of it. Looking into the ihter.nal 
structures of ADS you will run into Ghosts and Daemons and the 
Interr~pt World, to name a few of the other cTImportents. Throw in 
mtil.ti~~asking and you really have a mess on your ~ands. 

Uri1ikeother ar~as of perform~nce , altering the Scheduling 
Algorithm is one of· the eas iestways· to effect an improvement. 
Be ye' not a f r aid toe x per; me n tal itt 1 e • You may b e i n for 
quite a surprise ••. ~ •• 
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Th~ Ghost Context 

Basic Theory 

With most users, little is known ab~ut t~e Ghost context and 
yet it ,playsavital roJeinmatters, of System Performance. 
Although minu,te "detall"is unnecessary,arudimenta~y understand
ing ,of th,e G'hclSt will offer ,some ,valuable in$ightinto' the ways 
of AOS., For system, progr:ammE;!rs , ,knowledge of the Ghost can 
result in more effective pr'o,g,ramming; especially'wher-e I/O is 
Concerned. ' ,,' , 

To begin with, the User Process is otten referred to as the 
Primary Context; whereas the, Ghost is frequently referred to as 
the Secondary Context~ A good analogy to~cerning the Ghrist is to 
see it as an alter-ego of treUser Pr,oces~inst~ad of' a separat~ 
process s,uch as PMGR. The Ghost iswho,lly cont~;ned in GHOST.PR 
and GHOST.Ol and li~es in t~e root direct~ry. " 

Basically, t.he Ghost is nothingimore ;than a parallel 
extension of User Address! Space. sharin~ TaskiControl Blocks 
(TCB'~) wi,th the Prima~y~ontextwhen:uiitU is in control •. An 
adte,n in, share,d-code Th!is!share:d-code g,4arantees that there' is 
only ,one physical copy ',of! the code, occ~pyi,ng imemory;although 
there wil1oelwmerous lIilogital", copies ,present" (,o,ne, U~ogical~1 
Ghost per process) •• lhijs Uinitial" ~host 'is: crea~ed a,s ~ 
Secondary Context of Pid2, iOP:CLI ;,. ' : 
during final stages ofbo:oti,ng the system:(befor~thein.i:tial Cll 
prompt). Its code is loaded" from GHOST. PRi :startjngthe process. 

Ii' 

Due to the, design of ~he ,hardware MAp, th~ maximulT] proFes~ 
logical address • space is 32l<w.Due toi thisiconstruct, ~ac~ 
process has .32kw available: for eachCon:text, .. ~rim~ry l~logical'~ 
copies present (one "logi!cal:" Ghost per prlocessH 'This·lliinitliaq 
Ghost is .created·as 'a Secondary Context ofi Pid 2~, OP:ClI i I • 

d uri n 9 fin a 1 s tag e s 0 f b 0' 0 t i' n 9 the s ys t e m 1 ( be for Ii! 1; he i!1 il t i a 1 C l l 
prompt). Its code is loa'ded. from GHOST. PRi starting the process •• 

I I, ' . , 

" !, I. 
", '" I " '" ' 

Duet.o the de,sign of the hardware MAP, thej ma'ximum process 
, og.i ca 1 address space is ;32kw. Due tOith is: cC!n'struct, each 
process has 32'kw a,vailable f:or each Context, Prirr,ar'y aail 

Th,e Ghost has five main! functions: 
I 

! 
! 

( 1 ) An interface toY from the User Pr~cess 
I 

(2) A System Call Ilnte,rface 
I 
I 

(3) A PMGR Interfac:e tio handle Progrpmmed I10(PIO) 

(4) logic to handle; thie Debugger, Debit & Sysdmp fiJnctions. 
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(5) An interface to the System Scheduler for the Resc,hed
uling of tasks within th~ Primary Context 

Let's 10Gk ~t these functions in greater detail. 

User <---> Ghost Interface 

I In order tooff-lpad AOS, the Ghost pre-processes m~ny of 

,(IF', 

the system calls. This is the interface between the task'i"level L 

of the User Pro~es~ndleprog,rammed I/O (PIO) 

( 4 ) 

( 5 ) 

Logi~ to handle th~ Debugger, Dedit & Sysdmp functions 

An interface to the System Scheduler for the Resched
uling of tasks within the Primary Context 

Let's look at these functions in greater detail. 

User <---> ,Ghost Int,erface 

1.n order to off-load ADS, the Ghost pre-processes many of 
'the, system calls. This is the interface between the task:~level 
of the User Process·and the Operating System. Regardless of 
which logic in the system actually processes the system calls, 
they.all start off at the Ghost level through this interfac~. 

Ass u m min g . t hat no pre-processing of t h eS y stem Call is 
required, the Ghost, simply handlestherequir'ed "bookkeeping" and 
paS,ses the request to the ADS Kernel. If no post-processing is 
required, the System Scheduler will eventually give contriol of 
the. sy stem b a c k tot h e Us e r T ask to con t in u e its' d per at i on . The 
User Task·never talks directly to ADS, and ADS System Call;never 
directly respnnds to or dispatches a User Task. 

Ghost -~->SlstemCall Interface 
. i 

When a ?System callis placed by the User process'l control 
is first transferred to the Ghost Context. Some of these call s 
are in actuality Ghost calls, meaning that they are pre-~rocessed' 
by the Ghost before being queued to the ADS System Call Proces
sor. ?Read/?Wfite and?Proc/?Chain aree~amples of pre-processed 
calls. . 
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Th~re ~re ~everaladvanta~es to having the Ghost han~le .this 
pre-processing .. One advantage is that theAOS Kernel is off-
1 oa.ded· and. the User Process is more accurately cmarged for the 
CPU tim.e it titil izes .. Ano'th,er adva.ntageis t.hat ,because the 
Ghpst Context is a:n alter"ego of 'the] User Conte:~t, it [poten
tially] has easier .. access to the Us~rProgramaddressspace 
facilitating, pag.e sharing in Order tom9vedata to/from the Ghos·t 
Buffers and. user space,' as. well as rria:intain;ng ;t.he user ,Task 
Control Blocks, " .. 

An example of this pre-processing occurs in a ~ata-sensitive 
read from the idi.sLLet'sas~ume the Primary Context issues a 
?Read systemc~llr.equesti.ng, 2:00 .bytes '.of data from an open file 
named Z j ppy'.~he Ghost wi lj ~ntercept jthe call a\~d •. request A'OS 
to read the. [physical] disk,bi1ock (5+21 bytes whicih 'contains ou~ 
requested 200 bytes) into one of the ~host buffe'f'iS,in unshared 
memory. After tne re.ad is fJinished,Ghost unpacks ,the requested 
200 bytes into . u.ser addres·s "sPiace. The!! AOS Kernel,s.ees£!!...ll the 
s tart of t he d i r ec t b 1 0 c k 110 r e que s t i ~ to the G h 0 s t i b uf fer • 

Ghost <---> PM~R Interface 

To simiplify PIO ·transfers: (which are already slow enough as 
it is), the Ghost has oadirec',t line t.O PMGR via, "i,secret" IPC 
ports. Fori the most part, the: ,AOS Kernel is noti'nvolveo in the 
data ·transfer to/from t.i'le console-tYlpe devices\.Toerihance 
things fu r th er ,PM GR h cfsa v ail~ bl e two undocumented System C a 11 s : 
?MBTUand ~MBFU~ This allow,s :console diata to be pasls,eddir'ectly 
between PMG~ and the Primary: C:ontext wi!thout Ghost,tntervent.fon. 
(To use ?MBfU/?MBTUa proces~ lfIust have:the PMGR P~iviilege) 

! i; \ 

In aw:ay similar to the!G:host-- .. > AOS interflac~'i' t~eGhost 
handles pre-processing and iP9st-proce~sing of ?R~~q ano, ?Write 
System CalLs while PMGR (in .. cpnjunctioQ with the iAO:S I~terrupt 
W 0 rl d) han d ~ est h e act u a 1 I lOt ra nsf e r s .: 

I I,l 

One of the obvious reaspns that PIP devices a~e • slower than 
data channel devices (aside ,from the, data chanlne,l speed) .is 
because of this IPC protocoL between PMGR and the ~host. 

C , \ < 

I ; : ! I : 

The main reason why IPC' priv.i1egeis notr,e!commended for 
users is because they could :then attemptbogus.IPCcalls to 
PMGR's (undocumented) contro'lports th~reby crash~ng the system 
or triggering unusual or flaky ,PIa device operation:~ 
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G~ost "--> Syste~ Scheduler Interface i ! 

, , I 
The Ghost has the dptionof requestin~ task rescheduling. for 

the Primar.)' or Secondary Contexts .. It ~n~okes this privilege 
~ainly after PO:st~processing System calls. jiWithout, t~is.~~cryan-

,15m, post.-.proceiSsln g ofS,ystem Callswou,l,dl hlave the. 1.1a.bl'1ty. of. 
violating t,re ADS sche.dulingalgorithm;i thereby defeatin,g a 
portion of the Ghost's purpose. This CiO~Hlj, unf~vor:ably impact 
System Performance. ' . I I . ' .. 

: ' I 
1'1 . 

Debug • Dedit - Sysdmp Logic I . 
I J' 

Because the Debugger and Disk Edit~ (Dedit) are often 
required by many users simultaneously, thfY have been written 
i n tot he G h 0 s t 1 i bra r i e s rna kin g the m co mm nit 0 all use r pro C e s _ 
sese And, if you take a closer look, the e, utilities all share 
the same command and operation format aking the Ghost the 
obvious ch.oice for the placem~nt of this cor," 

I ' 
I 
! i 
, I 

I I 
Ghost Summa:ry '. I - , , 

, '. I I 

: So as you ca-n' s.ee, the Ghost does inqer,d play an' important 
'(albeit invisible,~ role in matters of System ,Performance. (After 
i'all ,w'hy do think we call it the Ghost?) !A;lthough this role is 
a.n indirect one, :it is nevertheless importan~t and should not be 

:over100ked. . '! ! 

And of course, the presence 
;where some of th:e memory pages 
Ii n for rn at i 0 non 110 C Cl t; n 9 "los t " 
IChapter 1 - Memor) Management. 

, 
I 

i ' 

of the GlhJs t tends to exp 1 a in 
are "dis~~pearing" to •. More 
memory pages is described in 

i I 

Happy H~unt;ng! .••.• 
I 

3-4 

"",j 



I", 

I 
i I 

i 
, I 

I I 

II 
I I 

11 . L 
:************i*j**************************** 1* 
* I II * 
* I ,Chapter 4 ,* 
* ! I The Disk World 1* 
:\1 , " , tl I: **~·· .. ·.··.·t·t·*·*·······*·**·**·*·**·**·· • 

ii, ' 
I I ' I ' ' 
I 

I 

I 

. i 

I' 
I 

I' 
i 
I 



I!&-



." . 

Disk World Performance Guidelines 

When i t com est 0 S Y s t em Per for man c e, d; s k e e k t i me i s 
a 1 way s th e pro b 1 em. L u c k i 1y, th ere are a. n u m b e r t h i n 9 s t hat 
we can (j'() tor em ed y the s it ua t ion. T his inc lu des car e f u 1 f i 1 e 
placement, effective directory utilization, choos ng filenames 
and hash frame sizes carefully, and even being conscious of thE! 
importance 0 fd e c 1 a r in 9 . pro per se arc h 1 is t s . Each idea by itself 
may not generate all that spectacular of results, but used in 
conj unct ion with one another can be very powerful. Let I s take a 
look what these methods and facilities can: do for us. 

Drives and Controllers 

When configuring multiple disks on the system, you need to 
look at t~e issue of multiple disks and/ormultiple controllers. 
Frequently, when a shop attempts to resolve their disk utili
zation problems, the. onlys.olution consid.ered is to add addit
ion a 1 dis k s tot he s y s t em. A 11 too 0 f fe n . how ever, t his doe s not 
f u 1 1 Y pro d u c e the e x p e c ted res u 1 t s; u s, u ally f or 0 n e s imp 1 e 
rea s on, . co. n t roll e r i n t erf ere n c e becomes so heavy that the 
advantage of an add iti 0 n a ld i s k (or disks) is somewhat negated. 

Controller interference is where 1'10 to a selected disk 
drive must be queued, to the I/O world (i~.$talled) because the 
controller is currently handling an I/O request to 'another drive. 
on the same controller. While we can usually perform conicurrent 
seeks on a controller, only on-e block transfer may occur at a 
time. T hi sis us u a 11 y be c a u se the con t r 0' le r chi! p (s) con t a i n 
on 1 yon e set 0 f sec tor b u f fer s • The ref or e, f i1 e p 1 a c em en t 
becomes quite a crucial iss~e. '. . 

A 1 tho ugh 0 f ten r e 1 at i vel y ex pen s i v.e (c 0 m p ar e d to dis k 
d rive s ), add i n gad d it ; on a 1 ' con t r 011 e r s to. a s y s t em can d ram a t -
i cally imp r 0 v e s y s te m per for man c e . M a ny' ins tall at ion s nee din g 
only two disk d.rives often place each on a separate 'contro]ler in 
o r d e r to m a xi m i z e I lOs peed . I f s peed ( and not d r i v e c ap a cit Y ) 
i s the iss u e , it m a k e s sen set 0 i n v est in .f as t e r dis k sic p n t r 0 1 -
lers even though the:y maybe li·mited.;n capacity •. To get both 
speed and capac i t y • you must pay the p ric e • . Us ; ng the Os tats 
screen of Aoswatche~ will help you det~rmine whether adding 
another controller ; sn e e d e d or (after having been ; n s t a'l 1 e d ) was 
worth the investment. 

File Placement Guidelines 

A sid e f r om a dd i n 9 a not her d; s k d rive to the s y s t em (i f not 
already done), file placement becomes a Very important issue. 
The idea of file placement is to P h Y s lC all y place com m 0 'nl y 
accessed files as close together as possible, thereby minimizing 
drive seek time. This should be done star.tingwithsystem 
installation; waiting until later will only complicate matters. 
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For example, on my desktop system I loaded all of my writing 
and programming material onto the disk only after the· disk had 
been reorganized. You see, after the initial system instal
lation, files on the disk are not in what I call "user-oriented" 
order. Once the System Installation was complete a.nd tested, I 
dumped the directories and files in "proper" order onto a tape in 
order that the disk could be [re-]organized into file access 
order; thereby improving performance when loaded back onto the 
disk. r 

Essentially what was required was to perform two system 
in s t a 11 at ions ; except that in the second ins tal 1 at ion I loaded 
the files from my backup tape rather than file 7 of.the release 
tap e . The a d van tag e in do in g t his i s t hat the dis k i s now loa d e d 
in ~ order, not in release tape order. Some time was required 
to PTan this selective dump, but it was well worth the effort in 
terms of improved System Performance. 

In general, files that are never modified (such as .Pr and 
• D 1 f i 1 e s) s ho ul d be loa Qed near the front of t he dis k and 
constantly changing files (such as word processing text files and 
fluctuating databases). should be placed near the [so-called] end 
of the disk. Placing potentially .updatable files near the 
beg inn i n 9 of the di s k forces them to be spread out towards the 
end of the disk as the additions are made to it over time. This 
forces rather lengthy disk seeks when bouncing from the front to 
.the back of the file and vice versa. Application programs 
'referencing these files will suffer greatly and will impact all 
other processing as well due to the massive disk seeksrequ;red 
to access the newly added .blocks. 

Directories and CPO's 

Although file organization can improve System Performance 
( not too men t ; 0 n m a kin g ; tea s i e r t 6 fin d . t h. i ri g s ), Is e e so man y 
disks in which files are just scattered about. Proper disk 
organization is essential; even more so on the Desktop when you 
consider that we are work i n g with a "crippled" disk to beg; n 
with. If your disks are poorly organized, you won't really 
n~tice how bad things are until after you put some order into the 
chaos. At least then you' 11 have 'organized chaos. 

Under ADS, directories and control-point directories (here
in called CPO's) are the key to file organization .. To fully 
utilize directories and CPO's we need to draw a distinction 
between these two aspects of the same thing. (Say what?) 
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Essentially, directories and CPD"s funct,i,on th,e same except 
that CPO'.S anowiyou to restrict the B\Tlount of space used by a 
particular group !of fi.les.Th,e CPD max-siz,e. is simp.lY,a ~eil ing 
on the amount of ~paceavailable to that file. group." AOS does 
no tac tua 1.1 Y a 110,cat etha t amoun t of 'd i sk 'spa ce . (' as doesRDOS .. 
with its equivalent, Partitions). Otherithan. ~he C'PDmax-size, 
the only other real advantage 'to a CPDthat; C'omes;to !liind i~ the 
ability todetermio'e the space used'/re~ain~n'g' for ,a' gi,V,en •. file 
group .. This allows you to get an "eje" ·;.for how muct) , spa,ce a 
given groupoffi,1es is actually "costing" the disk.,,· .. 

, I I < 

, Directories lncur.overhead in the fOrm of invisible ,disk 
space taken up' by Directory Data Block,s! '(DDS's). pDB':s· house a 
number of "invisible" directory strucitur~s knOwl)iasD,ir;e,c·tory 
Data Elements. LD.DE'~). There are 5.kindso,t DDE's'~, F:iJ~ :Irfor
mation Blocks (FIB's) ,FileName Blocksl(FNB's),Filie: Li,:ok ,'Bi~ocks! 
(FlB's), File User Data areas (FUD's)! anq File A¢cesis,Cohtrol: 
blocks (E,AC's).Theseinternal structur~s willi be'f!~in,~" ~~'p:llored 
later in this chapter. !" ':!, 

Genera 1, Di sic. Overhead. 
I 'I' , 

Hav; ng disc u'ss ed d i reet or y basics, 1 et,'sput :t,h;'s. i stu'fc:f to, 
use by tal kingab,out diskorganilationir Qeneral :ao:c;l: ~h~t 'i,~ can~ 
accomplish towards improving system perfbrmanc¢. '. 'i' iii:; , 

, , ,~ ,! . i ~ , :,; : f! ,:' I, l! :' ! i!! : 
Most AOS disk~ I ha've seen are usu9l1y a:mess.,:9:rga.~j~a,~ion-

ally. One. only~as to, do a Fi1estatusio~ the Root:IPi.:r!~¢;ti,olty or 
:UTU to bear that one ,out. When 1 100lq 1ntheRo!o,ti:id~ir;~qtd:my of 
most systems, I find an. incredible morias$of fne~i; ji~t~r:ii~hing: 
'from .PR's and ~SR's to, backup files and: peopl~'s p:eir:SO,~~~. Il¢tterl 
texts .. On one system ~ 16oke.dat, the ~ootrdiirectprrY!i~oyl!d:,!lihavei 
been a gold mine for the local gossip co~umniistJ. 'Iii Ii!' i ,;i 

l ,.' q; : i !: I'! i : ~!! 
Directories are abo,ut file clas.sifi~a~ion'i Gr~!m:te~"theWe. is 

some overhead associated with usingdire~tory s:tru,c~!~:res~ Ibut the 
organ ization afforded. is well worth th~ in!ve~tment:i of:ti.m:~ and 
space. The maJor-directories. on the s.Y,stern t:hat ate ca:nd i:date 
for re-organization ar~ the Root and :UT~L. ' 

For example, on my system we createb a directory :MACROS.and 
moved all system related .CLI files there •• Th'is h~lpec:f, to clean 

'up :UTIL and th~CEO-directories con~iderably~:Likewis'e, I 
organized most of the f'iles;n :UTIL int? sub-direct9ries to. make . 
things easier to find. '. As for the Rootid;rectpry~. ~movedfiles 
s,uch as +.St onto a diskette LDU as thely ~ren:'t nonmally needed 
unless you are install i'ng program patche~.' 

As ~e shal1 see ,later, directory! organizati'on makes for 
faster. fjlename look-up due to the natiJ:re of the hashingalgo
rithm. I can'tencoura:ge directory orga~iz!ation eno~gh; and yet, 
you will probably ignore this advice com~'e;tely,. I ~ope not 

, I 
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Shri~king Directory-space Overhead 

.. '1 A characteristic of the ADS internal direct6ry struct.ure is 
th~t itgr.aws( if necessary) but it never ,shrinks. Like disk 
fr,a\g'mentat~on, DOBis can.also fragment as flles ,are added and 
deleted;~n mu.ch .the .sameway as theaverall d1sk'space:. The 
ha~ih,fra~eisize (as we, shall Sa,e) can affe·ct dire:ctarl sp,a~e 
ut1illzatlortasame degr,ee butlS nat a cure-all; especla.llYln 
an i" act i ve,l dir e c tar y .. 

I 
I Jus t \1 ik e the d.·i s k d r ; ve s, d ire c t.a r i e s ne e d th ei r'; spa c e 

co.l'preSSed!aS well. Ther.eare twa ways to. accomplish this:: 

, i~ 1 - Fix~p . 

. 1 'i 2 _ 

il 
II 

FIXd* 

Manua lCompres sian 

Ii I 
! The JIXUP utilities suppart the shrink-directary~fHes 

fedture. inus feature de-allo.cates OOB I s that no. longer c .. onti.ain 
active 0 0 ~ IS; then e t effect being lesser dir e c t 0. r y a v e r h e:a d • 
~n~~l. AOS .. 1release 7.0, this was a. selectab.l.e op~.ian. c~rr.entilY, 
lt i1S no. longer selectable. At tlmes, I flnd thlS undeslrable. 

i Tore!medy thi.s situation I . keep a copy af Release 6 1 FIiXUP 
re~ident ip :UJIL for the times when FIXUP becames necessary (~ue 
to. 'a system crash) and I want to. keep the unused directary, sp:ace 
anacated.: Should the system crash while I am in the pracess! af 
r e to. ad i n gdi r e c t 0. r y structures, I want the a 11 a cat e d d ire c t b r y 
space to. rematn' in arder that it. be reused when I restart [the 
Laadpracess. 

! 

. , If a.l1 disks are decla.red by OFMTR a.s system disks 
(cQn.tainingat least a minimumAOS configuration), you can shrink 
bath disks' by booting each [diSk alternately, running FIXUP on the 
·other" dr~ves. I 

. I 
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Compressing Dir~ctories Manually 

On an individual basis, directories can be compressed 
manually via the CLI. Although not a perfect solution, manual 
com pre s s ion .w i 11 not 0 n 1 y free u p d ire c tor y spa c e, but it .a 1 s 0 

increases the chance of the Oirectory Data Blocks being localized 
in a contigu6us area. At this time, it might also be a good idea 
to check the appropriateness of the h;ash frame size for the 
directory. Manual compression is best atcomplished via DUMP/LOAD 
or MOVE; although the MOVE option does have some potential side
effects. 

The formula for manual compression ;s to Dump or Move the 
f i 1 es 0 u t 0 f the tar ge t' di r e c tor y, del e te the d ire c tor y ( free i n 9 
up all the allocated Directory Data Blocks), recreate the 
directory structure, and finally, Move or Load all the files back 
into the directorj. 

Here's an example: 

DIR Pathname......;of_Target_Directory 

DUMP @MtCO:O # 
-Or-

MOVE Somewhere Else 

DIR Parent Directory 
DEL Target~Directdry 
C RE /01 R/.HASH=nn IMA XS=nn n n 

DIR Target_Directory 

LOAD @MTCO:O 
-Or-

Target~D;rectory 

O IRS 0 m e.w her e _ e 1 s e _ 0 ire c tor y 

MOVE Pathname_of_Target_Directory 
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The one possible drawback of using the move command isin 
moving the target directory files somewhere else on the same 
disk. In the process of reducing DDB overhead for a single 
d ire c tor y, you may for c e fr a g men tat; 0 non the disk a saw h ole. 
Use the MOVE command .~ to another drive (which may forc.e 
fragmentation there instead). Or, if you have a desktop system, 
c rea tea dis k e t t e LOU and t em p 0 r a r il y m 0 v e the f i 1 e s on to it. A 
diskette can also be used as a sequential dump device; just like 
diskettes 4 - 17 of the AOS release media. 

If the directory is frequently accessed, you can use Aos
wa t c her to c h e c k the a ve rag e see k dis tan c e for any not; c e a b 1 e 
improvement in performance. Otherwise, use the Dislctrace to 
locate the DOB's. The DDB's will of course graphically disclo~e 
the results. 

A Third Possibility 

Now there is a third method useful for compressing directory 
space., which is known as disk· compression. Although more time 
consuming than the methods described sp far, it is a far more 
preciseme~hanism. This is discussed later on in this chapter. 

A side note here is that ~hendoing a compression dump, if 
the purpose is to shrink the directory files, be sure to dump the 
contents of the directories, recreating the directory structure, 
rather than dumping the directories themselves. 
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) 
Hash Frame ,5 i.ze I, 

! I 
" I .. 

, unlikedataf1,·le,s~ a d,ir",c,to, r y" diO"es not have a file elemen"t
sizeperse'.Instead~ we usewhatiis kn~wnas the, Hash'Frame 
Size to control directory ~fficierycy:~ as w~l.l ,as theas it's 

,efficiency. Like database structu~es~ hash values should be 
pri me#' sinorder to.fullruti 1 i)ethe di sk s~ace .an~: 1 ike 
database struc,tures, fllenam~ hashJ:ngcan rD bel ng a kl,nd of 
da-t,abase. ,HashFrame~fze t'i sthe,i valve' that determi ne~ the 
initi:,al (an, ,d SU,b,' seq,u,e, nt) d,iS ",s:pace,~re,q,u.ir~" m,e,',nt, S, .of ,a di re, C,', tory 
.or CPD ,as welLa,s'it's eff·ciency',.iLike database. structures, 
hash values should,be prime I#'s in'brder ~o fullyutil ize the 
di sk ,space,andl;ke databa~e structures, filename 'hashing can 
re",sult in, synonym, p:robl,ems:, r.,fV'ingallf,' fl,e, name, re,solve, to the same 
II horne" location ah)ng with nl;J ei'-ous\p!therfilenames .• ' i 

I '!, ,: i· ' 
i ' , , 

I , ',' Ii· "1 

How the ,Hashing Algor~ th • .,orits '! I 

Fi.lename uhakhinguSimJ1YCOns~sts of adding up the ascii 
representation 0fjall the F.haract~rs ina given filename, 
dividing by ,the 'H~s'h FrameS~ze, ta~ i ng the remainder from that 
division'anQ uS,irfg itas a :block 'oJfset in the D1r~ectory Daita 
Blocks ·(OOB's). Di~gram 4-J:illustratesthis algorithm. Once; a 
DDBis found, 'a scan of that block iis made looking' for an FNB 
that matches the filename. ,If the FNB i snotfound, ADS sca!ns 
the Directory Overflow Blockjs until the FNB is either fo~nd~r 
the chain of, Direct.o·ry Ovenflow Blocks for that ha,sh value i:is 
exhaus~ed. As we shall see 1 ater, once, ~ccated, the! FNB poi nfts 
us to ,'Fhe FIB, andthat:points to the fiile • .d.iskbloCfks tqemse~
ves.lJater,we'll d"'iSC1iss the System Perfo,rmanceimplications lin 
choosi ng a proper', hash value. I i I. I : 

I , ' , 

IFILENAMt" with a Hash Frame Size of '7 computes ~s: 

F <106> 
I <111> 
L <114> 
E <105> 
N <116> 
A <101> 
M <115> 
E <105> 

7 1105 re~a;nder=3 

(ignored) 

1 
,I Home Location.is Block #3 

122· 

. Diagram 4-1 
Hashin9 Algor116m Example 
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Large vs. SaaJl Frame Sizes 

Although a sm.all H.ash Frame Size is economical irf terms of 
disk space,if th.e directory ha.s a large. number o.f files in it, 
System.Performance Can suffer. This is becau;se there ar.e fewer 
directory blocks in which to ha.sh. a"given filename amongst. 
Ther,efore, .. :th~ .chances of.overflowing a'given filename's home 
location (.block,) are much greater, resulting in Directiory 
Ove,rfl ow Blocks •.. These . overflow blocks, will, of course [potien
tially] require. additional d1s:k accesse's to locate a given ~ile 
Name Block.(FNB) - See Di'~gram 4-2a'. 'If too large a Hash Frame 
Size is chosen, there .will be litt,leor nO Directory OverfloW 
Blocks, and many of the:a 11 oc'ated di re·ctoryb lock s wi 11 be empty. . ,,~ , 

A large Hash ,Frame Size JIlay improve System Performance 
somewhat, but at the expense of wasted disk space. By . comparing 
Diagrams 4-2a and 4-2b,the contrast between Large and Small Hash 
Frame Size should ,become, readily apparent. 

Hash 0 

Hash 1 

Home 
Location 

fnb 
-1-

fnb 

Home 
Location 

fnb ' 
-1-

fnb 

Overflow 
Block 

fnb 
-1-, 

fnb 

Overflow 
Block 

fnb 
-1-

fnb 

Diagrall 4-2a 

Overflow 
Bloc k 

Hash FralleSize too Small 
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Hash 0 

Hash 3 

Home 
Lo c at ion. 

.. 

fnb 
..... 1-

fnb 

Home 
Location 

. rffiJ 
L2J 

.. --.-.-~ .. ---------------~--------------

Hash 1 

. Ha sh 4 

Home 
·Location 

Home 
Location 

~ 
LEJ 

Oi agr:am A-2b 
Hash Frame:.S;z'e too Large 

Hash 2 

Hash 5 

Home 
Location 

p 
~ 

Home 
Location 

p 
~ 

A good .rule .of thumb: for choosing a directory's Hash Frame 
S·i z e ; s the f 01 1 owi n 9 for m u'l a : 

.H.F.S. = (I of ·Files iin Directory) I 20 
.. . . . . 

This formula attempts ito encourage a rather even distribution 
of filenames amongst the Directory Data.BloC:ks, although it may 
not always be the optim~m f6rmula. Fil~names can affect system 
performance. They'are not !necessarily a'trivia1 concern. 

At any rate, as YOiucan see, directories and CPO's are 
important to System Performiance, and the Hash Frame Size is the 
key to insur.ing that they: function in the most efficient manner· 
pnssible. ' 

Fil enames and Fil ename Length, 

Supris;ngly, proper ch:oice of disk filenames can play an 
significant ro']e. tn the improvement of system performa.nce. 
However, because meaningful: filenames also serve as documentation, 
we ne~er consider the perfor~ance impact of choosing such file-
names. 

To beain, with, file'names. -(with any extension) optimally 
should be l~ss than 12 char~cters in length. This is because the 
filenamewil' fit complete~y within one FileName Block (FNB), 
reduc i ng di rectory overhead 
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Th e imp or tan c e of f i 1 en am e c hoi c e i s of co u r sed u e to the 
nature of the hashing algorithm itself. Axiom 10 of Fitchmouse's 
Law s 0 f Com put e rOy n ami c sst ate s: " C h os en f i 1 en am e s willa 1 way s 
hash to the same "home" Directory Data Block forcing directory 
overflow blocks to be created". In other words, filename choices 
are frequently not in line with the hashing algorithm resulting 
in DOB's that overflow, while other OOB's remain empty. 

Wi t h the 0 i s k t r ace fa c i 1 i t yo f Ao s wa tc her you can run 
filenames through the hashing algorithm to determine what their. 
"home" location will be. If too many filenames hash to the same 
"home" location, you may elect to change some of the filenames. 

On a particular system I helped design. we used this 
method. As it turned out, the hash value we chose was perfect 
with regards to OOB efficiency and poor as far as the hashing 
algorithm went. After installing the database files and such, we 
noticed that 3 of the OOB's had a string of overflow blocks 
"attached", while a number of the remaining 0 0 B ' s were still 
empty. Because the user's never accessed files by their name 
(the software did that), our solution was to rename the files 
9 i v i n g them n. a m e s 1 ike: F I LEO 1 2, F I L E 2 2 4. F I L E 9 6 9 etc. A 1 th 0 ugh 
the names were not as eaSily recognizable as they were before, we 
did end up with the most efficient structure PQSsib1e~ 

The effects of File Element-size 

File el.ement-size can significantly affect system perfor
mance and y.et is a concept not understood well by the average 
user. To alleviate the problem of users not understanding its 
effects, I usually include file element changes in macros so that 
users will not have to be conc~rned about this import~rit feature 
w h i 1 eat the sam e tim e- . be i n 9 g u a ran tee d t hat ; t i· s pro per 1 y 
implemented. 

A file's element size is simply the. number of contiguous 
disk blocks that will be allocated for the file each time it 
re que s t s ad d i t ion a 1 space. T his space i s t e c h n i cally cal led a 
File Data Element. Choosing the appropriate element size is 
important . You s h 0 u 1 d be aware that f i 1 e space a 11 0 ~ a t i on . is a 
time consu'ming task; especially on a large disk that is rela-
t i vel y f u 1 1 i. I 

, 

I 

Therefore, i fa chosen file element-size is it 0 0 small, 
System Performance degradat"ion will result. This is! caused by 
the system needing to frequently allocate small amoubts of disk 
space as the file increases in size. 
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jLikewise, if the element,..sizeis too pig, unnecessary disk 
s ac~ will be !wastedand this is not reported in the Filestatus 
c.ommand. So ilf you are havin.g troub'le iin getting file sizes to 
add pp to the [r~po:rtedlYJ, usedCPD s.pac!e',it is ,probably-due to 
a~lo~ated and yet unused 'dl,skblocks fro"? flles wlth too large an 
eremrnt-size . 
. I i 

I I --. • 

I, _ jEarlier, I discussed. ,the._impo. J:'tance of directory organi~a-
t~ont No~ I wan,t to go one step further an,dtalk,more about1flle 
e.~em~nt-slz .. esw._lth':regar.ds to- Macros and ITIELP fl1es. Thesi two 
kr,inds of, files are lo-ften less; than 4.blodks in length ·andl yet 
t~' istiS thefileelement~s;ie usually chlosen (if for no other 
r as n, thanpy _ defaul t") .On my syste~; because there are 
h.nd.eds O.f, H_.EUP01.~.s.and ma.c_ros.(e .. achwa.s",lting 2 - 3.b.10CkS from to . arge a fipe ellement-size) ,until I s~runk the element-s,ize. 
tf b in accond with the particular file,! we were wasting over 
70disk blockk.l1q res.ol,ve:this p{oble~ 1 wrote a· macro. to 
c overt fil.ee~emen~-sizes. _ ~l~hou'ghit ;s rather complex, the 
e~se~tial stateme~t~appear belo~: .• 

I I[RENAME Fi1ena~~<,.xy:zZy>··! ..' 
I 'CREA TE IType=tYRe- of-Xyzzy.~ fl; 1 e/ E 1, eOm= n n F i len ame 
i I COPYI A F ilenam~<, ~Xyz.zy>' i .! • 

I· [DELETE Fi1ena\f'~.Xyzzy 
I I I 
I· ! ~ :; . 

Fortin the Element-t1ze 
~ , i; I 

• ~ I • "" : 

i iAs.a reminder,' the Cliand programs utilizing the ?Create 
S ys t e iii C a 11 d e fa u 1 t 'the eli em en t - si z e to 1. T his of co u r s e can be 
q~ite a prablem wh~ri using ~ti~ities (such as w~rd process~rs ~nd 

j ~. '. l~,. 1 I' I I 

C film p 1 leTs ) that don:' ta 1 1 ow you to dec 1 a r e.a file's e 1 e me n t -
s~ze. A simple sqliution Ito this (a1though'it may not work with 
all utilities) is :t·o create'the file via C1i speCifying the 
eTe'ment .. size befO'r~i invokinglhe utility program. The program 
will.then use thee~isting file rather tha.n 'creating a new one. 
Add; t i on a 11 y ,S om,e i uti 1 ,. t; i e s (such . as M Ii s m) h a v ea switch to 
allow a larger Fi1~JOata-E1~ment Dn its created files. 
An example might 16d~ som~thin~ like: 

I ' I 

i ' 
i ; 
, 

CREATEIE.LE\MENTS rz E =3? PROG LIST FILE 
LISTPRBGLIST FILE 
XEQIL USEIR-PROG-
LIST IG .:-. 
QPR PRdG LI~T FILE 

Of cours~ I~·he lab. oVie-commands could be made 
fo~ the sak~ o~ sim~licity. . 

into a macro 
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. A working examplel oftihe jeffects of file element-size is 
defailed in the exampleibelowl.1 To create this example we ran a 
personalityan9:lysis .prjogram!seVeral times varying the element
s i z e of the 0 u~ put. fl 1 iei fro ml 1 Ito 32 . The res u 1 t s a reI" a t.h e r 
imp r e ss i ve :, II I i 

II I! 

User I,ll All 01 a t ~ 0 n 
I I 0 's I I V 0 ' ~ , 

I · I II 5~60 I 
[I I, 

I
I 2f30j 

I t 33\ 6600 

Element To ta 1 . 
I/o 'IS size 

11720 1 5860 

8790 4 586.0 

16 5860 

32 5860 167 ~230 

Allocation 
Overhead 

100 % 

50 % 

12.5 % 

6.2 % 

1 tl r I.. 
As you can see fro the .bot~ fiquresJ a file's element~size 

figures in dramat;cal1~. In Or·der to eliminate any vari~bles 
i n te r f e, r i n g Wi, t h t he m~ sur e ~e n ~ s be i n g . t a k en , we mo d i fie d the 
program so that at . theililend of e~ch run rath;er than termina~ing, 

i it would loop bac.k tthe Ibeginning and wait for operiator 
: intervention. This eliminated lthe possibility of program l load 
I I/o interfering with thfl meas~re~ents. Also" becauseAOS b,U~ .. fers 

i : disk data (meanin.g no~~tualldi~k I/O is per-normed if the plock 
: ! is currently .core-r:esid~int) ,~e used four idejntical copies o~ the 
I same file, opening them priori' td the main eie:cution path of the 

.: I program.' I I • . 
I 

I 
I 

!. 
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File Index Levels 

In addition to the FOE, overhead is incurred from the 
index blocks generated for a file larger than one File Data 
Element-in length. For files with more than one FOE, a Rando~ 
Index Block (RIB) structure is created by AOS. These RIBS are 
use d top 0 i n t to FOE 's( for the firs t 128 FOE's) 0 r to an 0 the r 
level of RIB which pOints to 128 FOE's. AOS restricts us to a 
maximum of 2 index levels which allows a maximum of 16,384 FOE's 
per file. Each pointer in a RIB is 2 words long allowing a 
maximum of 128 RIB/FOE 'pointers per Random Index Block. 

Although these index blocks are invisible to the user, they 
do take up disk space and can slow the file access considerably. 
Let's look at a couple of examples of what a file with and 
without RIB structure might look like. In these examples, assume 
a File Element Size of 4. 'The File Information Block is where 
the Filestatus information is kept. 

One FOE Present 

F i 1 e 
Information 

Block 

1 - 128 FOE's Present 

RIB 0 

F; 1 e B1 k 0-3 
Information ..... ,.. 

Block B 1 k 4-7: 
I 

i 

{ I} 
{ I} 

..... ,. Blk 

.... 
• 

,. B 1 k 

Diagram 14-3 
Effects of File~Element Size 
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·The lOU Bitmap 

The Bitmap is an invisible "file" structure that exists on 
each .and every disk-type dev.ice on. the system. It iscr.eate.dby 
the OFMTR utility. Essentially, the Bitmap is used to keep track 
of all the free and u s ~ dd i s k blocks on a given physical disk 
unit. The Bitmap keep.s track of only the "visjblespaceu on an 
LOU; ie. the logical disk addresses. The init~al 10 blocks on 
each.physi.cal unit are.always assummed to be in use and are 
therefore never, r e cor dedi n the B; t map. 

.W i t h 
each LOU 
exists. 
'a' Bits. 

the AQswatcher utility, we can examine the bl!tmap of 
and quickly determine wh.ether or not fragmentation 
What you are looking for fs large groups of 'I' Bits or 
T his ; n d i cat e s 1; ttl e ton o. f rag men tat ion • 

The f 0 1 low i n g .' s e g men t fr 0 m a b; t map dis P 1 a y i sag 0 0 d 

L 

example ofa disk with litt.le fragmentation: ~' 

2000 177777 177777177777 177777 177777 177777 177777 177777 
*** 
6000 000000 000000 000000 000000 000000 000000 000000 000000 

A segment from the same area on a fragmented disk might look 
like: . 

2000 176534 055360 146357 05&555 177777 177777 106573 177777 

2010 Q56543 177777 177777 000000 176534 036253 177777 000000 

. In the above examples, each group of octal digits represents 
16 disk blocks~ with each octal digit in a number group represen
ting 3 disk blocks (excepting Bit 0). The rule of thump is: if 
the bit corresponding to a disk block is a zero, then the block 
is available for use; if it is a one, then the block i.s in use. 

For example, if the number group in a B'itmap display were: 

136527 (1 011 11 0 101 010 111 i n B in a r y ) 

Then blocks 0,2,3,4,5,7,9,11,13,14,15 of .this group are in 
use and blotks 1~6,8,10,12 are available for use. 

The Bitmap oc~upiesseveral disk blocks hased upon the size 
oft he d is k • E a c h b 1 0 c k 0 f the B i tm a p . rep res e n t s 4096 ,01.s k 
blocks on the LOU. Diagram 4-3 compares the Bitmap size t.o the 
total disk size for the 3 available disk sizes. 
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Disk Size 

15mb 

38mb 

70mb 

I of BJ o'cks 

35968 

74767 

135904 

Bitmap Size (Blocks) 

8 

19 

35 

Example of Relative Bitmap Sizes 

Findin~ the Bitmap 

Using the Aoswatcher utility, it ;s easy to find the Bitmap 
for a given disk. The first step is of course to open the disk 
u nit for b 1 0 c k di s p 1 a y . The B it map i s po i n ted to by th e Dis k 
Information Block (Physical Block 3) as shown in Diagram 4-4. 
Details on this block appear in the upcoming section on Disk 
Tracing. 

DIB 

IBBAH 
37/40 • 177777 102340 06513 

IBBAL 

Block 3 

Diagram 4-4 
Locating the Bitmap 

T 0 f ; n d the Bit map , firs t dis p 1 a y the 0 I Bus i n g the d; s k -
trace command:· BL 3. At offset 0037 (IBBAHIIBBAL) ;s a 2-
Word log i cal b 1 0 c k . add res s 0 f t he f; r s t b 1 0 c k 0 f the B; t map • 
Blocks of the Bitmap are contiguous so it ;s easy to locate the 
remaining segments. 

4-15 



Disk Compression 

, 

As f 11 e s are created , deleted and modified , the disk w; 1 1 
begin to fragment. T h eg rea t e r the activity of this k i :n d , the 
quicker fragmentation will begin to occur. The main indikator of 
diskfragme.ntation is that access times b .. egin to increa. sejan.d the 
performance of the mach; n e s lowly degrades • Quite f r e ~ u e n t 1 y. I 
the gradient is so slight as to not be noticed. You' simply. 
set t 1 e ~i n to the new (s 1 ; 9 h t 1 y s 1 ower ) speed and a r eu na war e 0 fi 
the" problem until the response time really gets drastic; then i 

it's already too late - something must be done! 

ADS doesn't support any form of disk compression per se ' , 
and for goo d rea son . The i n te rna 1 dis k s t r u c t u r e ( as w'e s hal 1 
see) is way too complex to be "squashed" in a safe manne~, so it 
must be done v i a a Dump I Loa d . A 1 thou 9 h " this r e qui res i car ~f u 11 
planning and a decent amount of time to accomplish, it is well' 
worth the investment. 
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Disk F~agment~tio~- . bisk Combression 

i 
[ 

Ph Y sic alB 1:.0 c k: a ,0 0 4 12 
a a a 17 77.7 7[17 7. 7 71 1 7 7 7 77 
010 OOOOOO! 000000 000000 
020 000040'1' 000000 000000 
030 000000 000000 000000 

, ***** . , I 

, a 6 a 17 7 7 7 71 1 7 7 71 7 1 7 7 7 7 7 
***** I 

i 

370 177777! 177777177777 
i 

177 ~17 
OOOPOO 
OOorn OO 
000000 

i 

177~77 
I 

177777 

: I 
I I 

177777 
000000 
000000 
000000 

177777 

177777 

177777 
000000 
000000 
000000 

177777 

177777 

, ,Dtalram 4-5a . 
'Blank Dtsk-xce~tInitial Files 
~ , . i 

177777 1771777 
a a a a a a 0, a oion 0 
a a b a a a a a oio a a 
ooooob ·00 01:,000 

: Ii 

177777 I'7l!!77?: 
'1 . 

177777 1i77!.? 7 7 
I : "~I, 

I Ii 

I 

I, 

1- ! 

T his i s the I way the b ; t map n a:r mall y 1 a .Oks aft e r ya u far m ~it .. ei d ; s k 
and install! the initial system files. Natice t~at vi!rt!uall na 
black fragmentatian exists.' ' ·1 i, 

i I!: 

. I 

Physical ,Block: 000412 
000 177777~ 177777 177777 
010 113717 177777 177777 
02 a 1 7 7 7 7 7 17 777 7 1 7 71 7 7 
030 177774 000000 000000 
040 000,00'0 0'0'000,0 000000 
050 000000 oooono 000000 
060 177717 177777 177777 
***** 

, 

177777 
177777 
177777 
oooboo 
000000 
000000 
177777 

177777 177777 17:7777 
177777 17.7777 11'7777 
177777 177777 17,7777 
000000 000000 OOiOOOO 
000000 000000 000000 
000377 171777 17!:77 7 7 
177777 177777 17:7777 

. 370 177777 177777 177777 177777 177777 171777 177777 

Oi a"ram. 4-5b ' 
Disk after Ft es have been Loaded 

ii'! 

" I 

, II:· 
I ;L 1 
17~i7 7 ~ 
~7~!!77~ 
~ 7 ~li7 7 ~ 
oomioo@ 
doq!OOQ 
~ 7 ~i:7 77 
] 7 ~i:7 7 t 

i :/ii! ! 

17 ~i,7 7 7 

After files have been laaded, n~tice that we still have ~irtu~lly 
n.o disk fragmentatian. AOSobtains disk blocks on a per";cyli~der 
basis when everp'ossible, loading the disk fr,am frcint(l':aw. blOCk 
addresses) ta back (high bla.ck ad,dresses). For c<;lmp,aris:on, 
run n in g wit h t his dis k g i v e sus a n a v era g e see k dis tan c ~ 'a fl 49 
C y 1 i hd e r S • !i I ' 

I; 
Ii: 
Ii 
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Phy:s i cal Block: 000412 
000 177777 177777 177777 177777 177777 177777 177777 177777 
010 176020 141747 177740 000004 007770 003775 004000 002002 
020 103677 1 77 7 41160000 000760 101777 177777 177763 160767 
030 137777 101776 007777 173774 005770 077607 177700 034037 
040 003777 100077 177777 17'7746 177777 177757 177770 000000 
050 037607 140060 177377 004077 102377 177777 177777 177777 
060 177777 177777 177777 177777 177777 177777 177777 177777 
***** 
370 177777 177777 177777 177777 177777 177777 177777 177777 

Disk after 
Diagram 4-5c 

Files have been Added and Deleted 

As files are added, appended to and deleted, the disk begins to 
f rag men t • 0 b t a i n i n g con t i guo u ssp ace ( for 1 ar g e FOE' s ) b e com e s 
somewhat difficult how~ As a file is appended, it's blocks will 
physically exist allover the disk. This of course increases 
disk seek time~ impacting System Performance. Running with this 
disk gives us an average seek distance of 85 Cylinders. 

Physical B1 0 c k :000412 
000 177777 177777 177777 177777 177777 177777 177777 177777 
010 176777 177777 177777 177777 177777 177777 177777 177777 
020 177777 177777 177777 177777 177777 177777 177777 177777 
030 177777 177777 177777 177777 177777 177777 177777 177777 
040 00200.0 100740 000044 000004 140000 000050 000000 000000 
050 000200 040020 002200 004010 003377 177777 177777 177777 
060 177777 177777 177777 177777 177777 177777 177777 177777 
***** 
370 177777 177777 177777 177777 177777 177777 177777 177777 

Hore Files Added 
Diagram 4-5d 
- Fragmentation is somewhat Hidden 

As we place greater storage demands on the disk, AOS will fill up 
the fragmented "holes" in LOU, making it appear as though there 
i s no f rag men tat ion a tall. 0 f c 0 u r s e, t he ' per for man c e w ill 
continue to degrade as the average seek distance c1 imbs higher 
and h i g her . Run n i n g wit h' t his dis k g i v e sus a n a v era g e see k 
distance of 109 Cylinders. 
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Physical B.l oc k : 00412 
000 177777 177777 17l 77.7 177777 177777 1.77777 177777 177777 
010 000000 .. 000000 000000 000000 000000 ooodoo 000000 000000 

,',' -', . --

000000 O.ooqoo 000000 000000 020 0.00040 000000000000 0000.00 
030 000000 000000· 000000 OOQOOO 000.000 OOOQOQ 000000 000000 
***** '. " 

060 177777 177777 117777 177777 Ill?7} IT7777 17}777 177777 
***** 

'370 177777 177777 177777 177777 177777 177777 177777 177777 

, . .,., Di agram4-5e . 
Disk Unl~aded - Most Blocks Freed 

• • ',. T" ' , 

" 

Unloading the Disk, i~: File order frees up th,e blocks and of 
course improves the iverage $eek dist~nc~ s~gnificantly. Running 
with this "disk ag~in gives us .anaverage seek distance of 49 
Cylinders. ' , , 

i 
Physical Block: 000412 
000 177777. 177777 It77?7 177777 I7l77} 177777 177777 177777 
010 173777 I77}77 1l7}7} 177]77, 1.77777 177777 177777 177777 
020, 177777 I77}}7: I~T777 1777.77 177777 a~~~~~ 177777 177777 
030 177774 600000: 000000 000000 0000 0,0 000000 000000 
040 000000 000000 000000 OOnOOO 000000 000000 000000 000000 

O~OOOO 
I 

177 7i7 7 177777 050 000000 000000 OOQOOO 000377 177777 
060 17l 77 7 177777 It7 7 77 177777 177777 1777j77 177777 177777 
***** 
370 177777 177777 17J77T 177777 177777 '177777 177777 177777 

i Diagram 4-5f 
Compressed Fil es Have been Reloaded - Blocks, 

!' 
Based on the ~bJve diagrams, it is worth reite~ating that 

over aperfod of tim~ Disk Fragmentaion becomes somewhat "hidden". 
Displaying the Bitmap no 10r)ger brings it ito light. To detect 
the fragment~tion y4u wfll need to measu~e other areas such as 
process performance 4nd the :average seek ~istance on the disk. 
Running with this disk gjv~s us an average seek distance of 63 
Cyl in ders;ratherimpre s s i ve compa red· to 85a·n d 109. 

, I 
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Searchlists and Performan~. 

II \ I : 
, Searchlists candr1matically impact system peirformance and 
therefore should be examln~d closely. Because seardhlistscan be 
defined b.Y. any user, ... it .. 1 i~ Possible. fO. r that, .. user. 'to contribute 
to System P'e"'rformance;~provement. Likewise, careless use of 
~ e. a. r c h 1 i s t s by t ha t s a me II u Ise rca n c a use un f a v or a b 1 e ! ; m pac ton the 
1iystem. I I. . 

Ii, 

There are two thing~ ~o keep in mind concerning se~rchlists: 
il' . 

If po s s ; b 1 e, d r ~ e r d; r e c tor i e s in your sle arc h 1 ; s t ss 0 
that the direc~~ries with the most frequdntly accessed 
files occur fits~ in the searchlist. 

! 

K~e~ the numb~rlof directories on your searchlist to a 
mlnlmum. I 

I 
Searchlist should r'arely have more than 4 diirectories on 

It hem, and e v en t hat i sex Ie e s s i v e . ( 0 f c 0 u r s e, a s 'I w r ; t e t his , 
lnY searchl i st hasexactliY i 4 di rector; es on it.) Th:rough the use 
~f macros, searchlists can be pushed along with the Cli Environ
~ent, set to your speciiia needs at the moment and ,then restored 
fd a a C 1 i POP com man d.1 : A not her p 0; n t ton 0 t e i s t hat the 
peripheral Directory (:Per) nev'er needs to be on a searchlist 
be c a use ; t f i1 e s are e a $ i1 y ref ere n c e d v ; a the II @ II pre fix; s u c h 
:as: @MtcO, @Conl, @Lpt etc]. 
! I , 

I I 

I 1 

I Searchlists are swe~~ and simple, yet they can be deadly 
!I·'· f h • d tey ar, mls-use . 
i 

1 

I 
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Making Use of :PER 

For the most part people seem to know ¥ery little about the 
:PER directory other than the fact that. it isa necessity. I· 
c.all :PERa transient directory because "files" tend,to ·come and 
go. Typica Try, they last asl dog a.s the current system remains 
up and ru,nn fog •. 

:PER .. Basics 

: PER ; s . a . d ire c t or y des i gn edt 0 . h 0 use 2..!2..!..l d e vic e en t r i e s 
andIPC f·iles Although technically speaking any file can live in 
th.is directory, unnecessary files will significanit:lysloW the 
file search algorithm. For the most.part, the:!per:jp~eral 
directory is intended for System use· only - keep !user re;lated 
files out! The only exception to this rule ~ IPC Fi~es - wlll be 
discussed later. . 

When ADS .needs· tQ locate a device, it isa simple matter to 
1 0 cat e: PER and scan the. 0 i re c t or y 0 a t aB 1 0 c k sf 0 r the.. F N B • 
Devices are written into :PER during the initial system boot 
stages, while the Queue entries are created later by EXEC,. An 
entry is created for ev.ery controll.er c·onfigured in~o the system 
via AOSGEN. Because the system has no real way of knowin!g the 
number of devices present on a controller,adevic~iis. WriJtten 
into:PER for every possib'le possible device on that 'controiller, 
w he t he r i t P h Y sic all y e xis t s 0 r not. T his en d si u p p u ~ tin g 
unnecessary fil e names;n :PER,'wh ich I order delieted d:uring 
execu.tionof the UP macro. FOr example, I'vegen"edj in MrC and 

. MTt! controll~fs for ~y De~~to~. At boot time, ADS ~~ites d~vice 
names for M Ie 0 t h ruM T C 7 , and M T ClOt h ruM T C ! 7.i (). n 1 y d ~ vic e 
names for MTtO a~dMTC!O are actually needed. The r~~t I d.~ete. 

! ·i 

IPC Files in: PE R· 
, 

Because the peripheral directory ;s eaSily refer~nced (:using 
the "@"), it makes sense to place IPC.Files there!. EXEC of 
course has it·s fPC fi 1 es there as does .CEO .. 

Onmy DesktOp I designed a CEO Secretaryproces$ 'to ,sim:pl ify 
remote mail checking. To. keep in tune with my desire ;fo·r siimpli-

, '.', . ,I 1, 

C ; t y , the S e r ye r P r Q c e s s creates; t s I PC f ; 1 e iii'.: P gR. " The 
Become Infos privilege allows this to occur. (See C~~pt~r 5) To 
"talk" to the CEO Secretary, I need just issue the Cl1 cdmm~nd: 
Control @Secretary Mail? 

It couldn'tbe<any easier •••...•• 
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Disk Tracing 
I I 

To wrap up our discussio'ns on' the Disk wo!rld, I waht to 
dis c us s dis k . t r a c i n g and the n act u a 11 y t rae e a di s k (a c tu ai 11 y a 
diskette, because it ;s smaller). In order to ~race a dislk, we 
need to first review some of the directory structures covered 
earlier in this chapter and then explore these items in greater 
deta i1 . 

In order properly trace a disk, we need to fir$t understand 
the r e 1 a t ion s hip bet wee nth e 5 F i 1 e D a t a E le men t s (F DEI S ) • . T his 
is illustrated in Diagram 4-6. 

FIB • IDP FNB 
fnb ~1-4------~----~ 

FLB or FAC IOP 

{ } 
{ } 

~ .... ----, 
FUD IOP 

[ } ~ 
( } 

Diagram 4-6 
File Index Block llnkage 

As you can see in the above diagram, the File Inf.ormation 
Block (FIB) is really the central control block for the file. It 
is located by following the link from the File Name Block (FNB). 
Once located, the FIB is used to keep track of a file's reference 
and status information. ' 

As a side note, issuing the eLI F/S command simply lists the 
FNB entries for a givendirectory~ F/AS forces an additional disk 
access to pick up the FIB foy' the "assorted" informa~ion. 

All 0 DE I S are 1 ink e d v i a a n I n t r a - 0 ire c tor y - Poi n t e r (I D P) . 
The I D Pis b ro ken i n t 0 two s e g man t s !: 1 ) R e 1 a t i ve 0 0 B # wit h i nth e 
directory; 2) Nugget # within the pOB. 

OOB # I Nugget # 

o 10 11 15 
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The DDE'sDefined 

"insivible directory space (DOBis) is utilized by t~e 5 
kinds of DOE's described earlier. Alothough the various tYPES OF 
DOE's differ significantly, the first two offsets are always the 
same: 

Offset 0 -DOE Type (L. Byte) and Word Lenght (R. Byte) 
Offset 1 - IOP to FIB 

There is actually a 6th nDE: the FUI - or File Unique 10 - for 
LOU's It functions just like an FNB so is not given any special 
attention he-reo 

FNB's 
I 

An FNB is a Type 1 DOE used to hold a fi]ename~ It is made 
up of one or more nuggets (3 max. per filename). In the initial 
nugget, we can hold up to 12 characters. In order to conserve 
disk space, filenames should idelly be 12 characters or less. 

Type=l I Length 

lOP to FIB 

"F " I 
ilL liE 
"N IIA 
"M liE 
<0> 

FAC's 

An FAC is used to hold the acced control information for a 
file. It is made up of one or more nuggets. If the ACL is 
+ ••• only, no FAC is assigned. In this case the ACL byte is in 
bits 11 - 15 of the FIB Status word. 

Typ.e= 2 I Length ACL BYTE 

lOP to FIB W A R E 

"u .. s Bit 3 4 5 6 7 
liE IIR 
"1 <0> 

<ACL> "U 
liS liE 
"R "2 
<0> <ACL> 
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FLB'S 

The FLBexists only for files: The Bulk of its nugget 
space is used to point to the ~eso1utionfilename. B~causeit is 
al i nk file, therei s no F.AC, the FLB takes its place. 

Type=4 I Length 

TDP to FIB 

lip IIA 
liT "H 
liN "A 
"M liE 
<0> 

FUD's 

When a File User Data Area is created, it resides in theFUD 
occupying 17 nuggets .. Although the UDA i.s only 128 words, the 
FUD is 136 words tnlength. Once created (via ?CRUDA), the UDA 
can not be .deleted. It can only be accesssed via ?WRUOAand 
?RDUDA system calls. 

{ 
.{ 

Type=5 

lOP 

Link 

Not 

User 

I Length I 

to FIB 
-::-

Words 

Used! 

Data 
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. c.d The Oisk In·fo.rriJat·ion Block (DIB) 

'In order to trace a. d,isk~ we need. an entry point for that 
disk .. ' Thi.sgate is known as>therun the file.name. through the 
hash·ingalgo.rithm tolo<;ale the'FIBfor that;d:trect,ory. That in 
turn will point us. to the OoSI.S forth.e directory. Once found, 
we can aga.in .run ted;n t.he II Rootll oirectory.oDB's are the FNB's 
for t hef i 1 esandth ef ir st .. le'lcel .. 0 fd ire crt o.ri e:s on the lOU. 

Iolot.ate the fi,l e s. within a. d irect·ory ,we need to run the 
filename through the hashing algorithm to 'locate the. FIB for that 
directory .. That in turnwi.11: point us to the·oD,B.'s for the 

. directory. Once found, we can again run the ha'shfngalgorithm to 
.1oc,ate the FNB for the 2nd level of directory~ We can continue 
thfs, ad-finitum, until we bottom. out. in the direct,orJ structure. 

The DIB is not exactly a file per se', as it npt. pOinted at 
by ia Filena.me Block (FNB), although itd6es ·point to an FNB (the 
lOU! n a (11 e ). I n to e 1 a t t e r par t ion oft ~ is kIn fa r mat ion B lac k 
yay can see the pointers to key system areas, inc1ud·ing: The 
Bi~map, TheSYSBOOI, The System Over'lay Area,and the Installed 
Systtem. 

Rounding out the DIB 'is what is kno.wn ast:he "funny FIB" (it 
doesn't seem.so h'i1ar{ous tome). The d.fffe.ren'ce between the 
"Fl,Inny't FIB .and a regular FIB. is that the "Funny" FIB does not 
contain the fi~s.t6 FIB words~ . 

The most difficult aspect of tracing a.disk ;s in finding 
the "Rootll O.irectory. DDB's. Once this pointer is found, disk 
tracing is a repetitive snap, until you cross lDU boundaries (in 
the case of graftedlDU's); then you need to start over. 

The Oisktrace facility of the Watcher l,Iti1itiE!s not only 
allows us to conveniently~isp1ay the Disk Information Block, but 
i s designed to run the has hi. ng a 1 gar it h m , compute the . lOP's and 
examine thetheDDB'sIODE's, as welT as a file's data blocks. 
First off, ~e need to display fhe disk's DIB with the Disktrace 
Command: Bloct 3. ' 

At Offset 17 - 6 (le. 1~) of the "Funny" FIB (remember, ,it 
is 6wotds less than ~ IIstandard ll 'FIB), we find the 2~WQrd value 
F I F A H / F I F.A l - the F ir s t log i cal Ad d res S (al T a. d d res s e s are 
logical except for the' "invisible space" at the" fro n t "0 f the 
disk). Thisdouble;'word is fixed at offset 0061/0062, so it is 
easily found. This address points to the first RIB of the "Root" 
directory for that disk. Now, .al1 we need,to do is run the 
hashing algorithm on the desired file to locate its DDB and we 
are i n b u si n e s s . D; a g ram 4 - 7 a (on the n ext p age) h i g h 1 i 9 h ts the 
k~y-words of the DIB for our. purposes. 
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Physical Block: ,000003 
000 000003 050115 000000 030462 032063000000000001 000001 
010000002 000011000050000010 000000 001310000QOO OOQ002 

• •• PM •• 1243 ••••• 
~ ...... (- ....... ',~ .. 

020 000000 000000 000000,000000000000 000000 000000 000000 .•••.•••••••••••• 
030 000000 000000000000 000000'000176 000000 000177 000000 ••••••.••• - •••• ~ 
040 000412'000000000000 000000'000000 000000 000000 000000 
050 000000 '000013' ,000007000000000000 000000011000000000 
060000001 000000000200'000403::000001 000000 000022 000000 
070 001107 QOOaOO 000000000000:000000 000000 000000 000000 
100000000 000000 000000 .000000:000000 000000 000000000000 
Un 000000 000000000000 00000l,}000000 000000 000000 000000 
~OOOOOO 000000 000006 000000 :OQOOOO 000000 00°900 000000 

370 000000 000000 000000000000 000000 000000 000600 000000 

I 
Diagra18 4-7a 

The Disk In·formatl on 81 ock (DIB), 

locating the Di rectoryRIIJ' , 

· ........ ~ ...... . 
, · . -. -.... ~ ..... . · ... - ,. .......... . 

• G ••••••• ~ ••••.•• 
· ........ -- ...... . 

To find thedir.ctory R1Bi we need to first chan~e th~ block 
display mode to Logical and display the first logical block. 
This is done with the following Disktrace Comman~s: 

Mode . 
Block 

logicai 
200 

Logical Block: 000200 . 
000 000000 000000 000000 000000 000000 000000 ,000000 000202 
010 000000 000000 000000 000000 000000 000000 000000 000204 
020 000000 000203 000000000000 '000000 000000 000000,000000 
030000000 000000 000000 000000 000000 000000 000000 000000 

370 000000000000 000000000000 000000 000000 oooobo 000000 

Diagram 4-7b, 
The dRooT- 'Directory RIB 
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Fi 1 e·name Hashi ng and FHB Locati ng 

Having found the directorY RIB (Logical 81,ock 200 L now we 
need to IIhash" thefil enamet:o determine the RIB offset the. the 
DOB. For simplicity;l.et's 16,ok.for the directory called "UTIL". 
Using Ofsktrice,w~~nt~rthe ~C~mmand: HtskUTIL/7 
(I chose a H.F.S.of ,} based on DIB offset 52). . '. i 

Disktrace responds: 

Hash.Valueis: 000003 
bouble the Hash Value (ie.RIB Displacement): 000006 

Now lets display that block with Disktrace Command: 

Block 202 

Diagram 4-:-7c gives us the results. At offset 0011 (underlined) 
is the lOP the FIB for the directory. Once we find the FIB we 
can. locate the OOB ' sfor UTIL. 

Logical.Block:000202 
000000000000000000000 000000 000000 000000000000 000000 ............•.... 
010 000410 000345052524044514.000000000000'000000000000 .... UTIL .•...•.. 
020 000000 OOOQOOOOOOOOOOOOOOdOOOOOOOOOOOO 000000000000 
***** 
370 000000 000000000000000000·000000000000000000000000 . ., .. ., . ~ ........ . 

Diagram 4-7c 
DDB contalnlng the~UTIL· FNB 

Locating the FIB 

The FIB is located by running the lOP for~ula. and finding 
the OOB containing the FIB. Again let's utilize Ithe services of 
Oisktrace with the C6mmand: I 

Disktrace responds: 

Relitive Block #:000007 
~i~ Offset to Block: 000016 
Data El~ment I: 000005 
offset in Bl~ck to DOE: 00d050 

lOP 345 

DOB # 7 in the RIB (Block 200) points us to Blotk 204. 
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Logical Block: 000204 
000 000000 000000 000000 000000 000000 000000 000000 000000 

050 
060 
070 
100 
110 
120 
130 

000000 000000 000000 000000 000000 000000 000000 000000 
000007000000 000000 000000 011000 000000 000001 000000 
000205 000403 000000000000 015054 067002 015055 067002 
000000 000000 000000 000015 000000 005670 000000 000000 
001010 000345047520 000037 022053 000017 000000 000000 
000000 000345 047520 000037 .022053 000000 000000 000000 
000000 000000 000000 000000 000000 000000 000000 000000 

370 000000 000000 000000 000000 000000 000000 000000 000000 

Diagram 4-7d 
DDB contalnlng the ·OTIl a FIB 

Locating the next-level Directory RIB 

........... -n.e-n. 

............ e .............. . 

........ OP .... $+ ........ e II 

...... OP ............... .. 

Now that we have found the FIB for the UTIL directory, 
offset 0017/0020 - First Logical Address - (underlined in Diagram 
4- 7 d ) will po i n t us to the dire c tory RIB s how n 1 n D i a g ram 4 - 7 e • 
From here on out it becomes pretty academic. 

Logical Block: 000205 
000 000000 000000 000000 000214 000000 000220 000000 000206 
010 000000 000212 000000000216 000000 000000 000000 000210 .•.............. 
020 000000 000207 000000 000000 000000 000000 000000 000000 .....•....••.... 
030 000000 000000 000000 000000 000000 000000 000000 000000 

370 000000 000000 000000 000000 000000 000000 000000 000000 ... ct ............... it ...... .. 

Diagram 4-7e 
The -OTIL- Directory RIB 

Locating -FILEl- in UTIl 

Now that we've found.the DDB's for UTIL. let's locate a file 
called "FILEl". Using the HASH command of Disktrace we. get: 

Command: HASH FILE!!7 

Deskwatcher response: 

Hash Value is: 000001 
Double the Hash Value (ie. RIB Displacement): 000002 

DDB #1 in the RIB of course points us to Block 214. 
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Logical Block: OOP214 .... i . '.' .... .' .JI. '. . . " .. ' 

'.000 O. 00000 .0 .• 0000. p .. 000.'.000. '.:00.00 .. 00 000 .. 0. '.00. 00000 ..... "!O •. OO. 00... o. 00.00.0.' •• ' .............. . 010 000410ggg5~ 043111 046105 030400. 00000, 00000000000. o, •.• FILEl. •• • ••• I 

020 000000. ' 000000:000000 000000 00000 . 00000000000 ••• ~ ••••••••••••• :**'*** -. ' "-"">:1" '~- ,;:,:. ":;' . ", ' , , ' - '. : ': .. -; .. " ,' ... 

370 00000000000;0000000:000000000000 00000 ··0'0000000000. ;: .' . ...... •.. .1 · ' 
. ,'. Diagram 4-7' '1' .. 

,cont,alnlngth~' wtILE:l" I='N8 , ." .. ' .' .... '. . ii' 
i 
I 

Fin din g t hel FIB , fo
ri r "FI'LE1" 1

1,

"'1 ----~~~--+I-----+~~~~~ 

! I '. .' II, . 
Ha~in9 l~cated thFNB, letls te·kje the lOP (underlined in I 

Djagram 4-7f) land run it through' the IDl;sktrace lOP ;,f'brmul a with! 
the Commiand: : I 1 • 

I lOP 354 I 

'. . I . i.. .' . 
D~skwat~h~~re~ponds: 

1 . t ' . 

Relative' 81ockL':000007! 
Ri;b qffsietto I r.loCk:000016 
:DataiEl~lmentft 0000.1'. . 
o 19fs.e. t ',lln 81of~' to ODE:' 000140 

!! II . ' . 

i I: 
1 ' 
I 
! 

I I I 
I ' I 
I .11. I 

At Offset ,DDB.~ 7 rinth~1 RIB (Block 205) points ~s1to Block 

01. 40 'i. w. elw.,." 1 .. 11jP f C.O". ,rs e Of; nd the FIB fi1 FI LE 1-

At 0 fs~t 01~ 020 in the FIB (0157 1016 d) we will finp the first 
log; al !blockl~ddress"Of the file. Be~~lusethere areino RIB's in 
this fi~e (FiI:B Offset FIIDX(0021) -1 Left Byte is 0), we know 
~hat thiis bl01drk is the data Block. tfll there were RIB(s), this 
Byte Iwo~ld hat" a 1,2'""Or 3 as its valu • -- . 

I I I I i I . I 

DiSp~aytng thle Data Block (215) ShO~SI us that we have in fact 
foun a,macrollfile. Closer ins pecti1n

1
will disclose the fact 

that II s!imPl yl
l Fopied one of the Deskwa .... C!.her ma~ro fil.es as FILE1. 

I I'. ! , 
t I I . I 
I II '1 I • 

, I! . I I . . 
i I 

Ii 
i·· 
I' 

r! 
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Logical Block: 000210 
000 000000 000000 000000 000000 000000 000000 000000 000000 
010 001440 000141 000346 000000 015055 066603 000000 001104 
020 000000 000000 000000 000000 000405 000000 000001 000000 
030 000211 000003 000000 000000 015055 066773 015055 066773 
040 000000 000000 000000 000000 000000 000000 000000 000000 
050 000000 000366022122 047516 000037 000000 000000 000000 
060 001010 000341 022122 047516 000037 000000000022 000000 
070 001440 000201 000353 000000 015055 .066614000000001104 
100000000 000000 000000 000000 000535 000000 000001 000000 
110 000213 000003 000000 '000000 ~15055066775 015055 066775 
120 000000 000000 000000 000000 000000 000000 000000 000000 
130 001010 000347 022122 047516 000037 000000 000000 000000 
140 001440 000041 000360 000000 015055 066561 000000 001104 
150 000000 000000 000000 000000 000377000000 000001 000000 
160 000215 000003 000000 000000 015055 066776 015055 066776 
170 000000 000000 000000 000000 000000 000000 000000 000000 
***** -.. - (Contents unimportant for this Example) -;..-
370 000000 000000 000000 000000 000000 000000 000000 000000 

Diagram4-7g 
DDB containing the -FILEl- FIB 

Logical Block: 000215 

...... a ........ .. -m ........ 0 

.. e- " ...... ., .............. II .. 

................ .. -m .. _. -m .. 

.... $RON •. ~ .... . 

...... .. $RON ............ ' ... 

.............. " .. -m .. ; .... 0 
••••••••• ] ••• ·8.,. 

............. -.. .. -m .... -m .. 

., ., .. .. $RON ........ ., .... .. 
19 .. .. ! .. ., .. " .. -mq II .... 0 

.. co II ., ........ .. -m., .. -m .. 

000 
010 
020 
030 

·040 
050 
060 
070 
100 
110 
120 
130 
140 
150 
160 
170 
200 

041557 066555 062556 072012 041557 066555 062556 072040Comment.Comment. 
022461 022400 064563 020164 064145020122 062546 071145 %l%.is.the.Refre 
071550 020104 062554 060571 020126 060554 072545 005103 sh.Delay.Value.C 
067555 066545 067164 020057 005151 062075 067040 060554 omment./Pid=n.al 
066167 073563 020141 020120 064544 020164 067440 061145 lows.a.Pid.to.be 
020163 062554 062543 072145 062012 041557 066555 062556 .selected.Commen 
072012 050165 071550 005120 071157 066560 072040 050157 t.Push.Prompt.Po 
070012 051545 060440 035120 062562 026133 020523 062541 p.Sea.:Per'[!Sea 
056412 050162 067543 027504 062546 027511 067543 027502 ].Proc/Def/Ioc/B 
066057 050162 064557 071075 030460 027516 060555 062475 l/Prior=10/Name= 
053541 072143 064145 071057 051145 071551 062145 067164 Watcher/Resident 
020072042145 071553 073541 072143 064145 071072 042145 .:Deskwatcher:De 
071553 057567 060564 061550 062562 027520 071151 067146 sk watcher/Prinf 
067457 022460 027445 027501 072564 067537 041046 005133 o/%OI%/Auto B&.[ 
020516 062561 026045 030445 026135 027504 062554 060571 !Neq'%l%'J/Delay 
036445 030445 055441 042556 062135005120 067560 005000 =%l%[!End].Pop .. 
000000 000000 000000 000000 000000 000000 000000 000000 ............... . 

***** 
370 000000000000 000000 000000 000000 000000 000000 000000 

Diiagram 4-7h 
First Data Block for FILEl 
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Disktracing Summary Points 

Disk tracing is a powerful method for monitoring the AOS 
disk structure . internally to see what is really go.ing· on. With 
Oisktr.ace, virtually nothing on the disk is left "invisible" 

Using th·e examples and text from th.is chapter, as well as 
the Control Block· breakdowin in Appendix' B, you should be able to 
get the "scoop"on disk ~fficiency of your AOS system~ If you 
want a more detailed look ,an AOS Internals coursei s available 
from Innovativepata Syst~ms. ·Or, bring me. "in-house" for a day 
anw.e can "trace'~ your system together. As with any skill, disk 
tracing requir~s patience and practi~e. Go for it. 
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The Predi tor and UserPr tv i leges' 

A 1 thou. g h 0 11 1 Y partially related t oS y s t e.m Performance, 
granting process priv.ileges carefully can' insure that no user 
dominat~s the system or has access to .r~'sOur:ces .that. could 
compromise system ,integrjty .. An example of priviJegesthat' cou1d' 
potentially comprise the system are' of, c,ourse Supe,rpr6ce~s and 
Sup e rus e r . ',' !, : ' 

At this ,point, I will assume that you have r;ead the' chapter 
pertaining to the Preditor utility and pro:cess:Pl'1ivilegies .~n the 
"How to Generate .and Run ••••• " referenc·e manual" and wil:' proceed 
here based oh that aisum~tion. I, 

! i • 

! ' , 

As a general rule, we can break the privileg~s down 'into the 
following three groups: 

I " 
j' ! 

Group 1 - Privil.eges that affect the ini:tial 10goln ar:\d 
simplify/enhance environment se,uplfor t~e u~er •• 

Group 2 - P r i v i 1 e g ,es that 
impict th~systero 
Pe r fo rmanc e .• 

• i I ~ , 

allow the II S e r : to i? d i ~ e c t 1 y 
environmentianjd oft~n, ~yst~m 

I I I I 

I 

i 

Gtoup 1 - Privileges that allow the user to direc~ly 
system performance and operation. !, 

• I Ii, ~ 

let's look at these in the order of imp~rtanc:e 
system • 

Group 3 Privileges --~ 

The list of privileges that offer direct sy:stem impa<!t al1l'd 
are thereby labeled "dangerous" are: : I 

- Superprocess: 

- Superuser 

- Change Username 
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- Access Devices 

- Use lPC. 
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- SuperocessandSuperuser -

Superp~ocess and Super user are obviously "dangerous" 
privileges to be handing out and yet in visits to many AOS· shops, 
I find this privilege granted freely. In most cases, these 
privileges are hardly warranted. 

As a. case in point, the need for Superuser can be nearly 
elimin.ated by setting up Ac!=ess Control Lists thoroughly and 
accurately. Granted ACLls are expensive in terms of disk space, 
but if security is an issue, ACLls are the only way to go. 

I remember working. with a small group some years ago where 
the issue of IIshall we, or shall we not grant all staff members 
Superuserll was debated heatedly for weeks. In this particular 
group however, there was an emotional issue at stake which 
overrode concerns for system security and integrity. Because 
this was predominantly an R&D group, those demandi;ng uncondi-
t ion a 1 II Sup e r II p ri v i 1 e g es wo n 0 u t . . 

If system i n t e g r i t Y is ever an ; s sue, I vote in favor of 
extensive Access Control Lists, givingSuperuser privilege to no 
one except a password protected (System-manager-type) ,Username to 
be used 9..!l.l.1. in the event of an "emergency". The investment of 
the tim e and e f for t r e qui red to set t h ; sup ; s we 1 1 . w 0 r thy 0 u r 

.while. You wonlt fully appreciate it until the first delete 
command with a "+11 or "'" template is averted. 

A similar condition exists with regard to the Superprocess 
privileg~. With this ~rivilege you can terminate any process on 
the system, including PID2: OP-CLI, which is of course indirect 
suicide. In addition to termination, you can block/unblock any 
process as well as change the priority and process type. These 
kinds of things might be necessary on a system-wide basis for a 
s y s t em ma nag er and 0 c cas ion all y a s y s t em pro g ram mer, but h a r d 1 Y 
for the typical user. 

The c r i t ic a 1 s y s t em pro c e sse s are: PM G R, 0 P- C LI, E X E Can d 
INFOS (not to mention the CEO Server Processes in the event you 
ru nun d e r CEO). C han g e sin the. par a met e r s 0 f the s e pro c e sse s by 
unknowledgable usets could severely impact system performance as 
well as system integrity. 
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Like Superuser, this privilege ,should be given only to tho.se 
users that have an actual need toaltercriticaT system. r.unttme 
parameters. To qualify as such.a us:er, .you .should be fully ,adiept 
in the use< of the knowledge in this manual; . . ... i' 

Now,' ~etlsi tak.e .a look at the l,es.s-crjttc.al, 
les~ "dang~rous' prlvlleges. 

]," 

:"jl'!, ',f. 
;:t!! 

- C~ange U~ername -
I "j' 

This 'privi'lege allow.s you tol Proc a; son pro!cess :Wlitih:a 
username,of four choice. W'ith this' privilege availablei,j':oiu'[G,an 
get .aro.und. not. having Superuser by' proc ling yoursel f uP: iW!i:tr.:.a 
username of a user having the AGL access, and of Ico~r~,e:' tihis 
coul'd be v~ry undesirable. I " )1 i 

I I I I I 
I I· I I I 

" , 

A podtive aspect ofth.isprivilege is in use .o:n,m~:~I~'sl<ltop 
system. I! have written a macr9' caUed Become thatall:o'w's+ime to 
proc;. a·son eLI of another 'usern~n1el i.norder to hain!d'l'~1 i~}s!tem:. 
problems and alter per fo~ma ncep ~ ram e t e~s {Ex: II oJb!~iii:higH:lie 
System Tuning Screen ofAos~atche .. (ieqUires !the OP uSle'rn,q .•. f ... t.'.I.l!I"!i i

J 

I ~ i i :! : 
I ,1 , " ',:: ~ 

For e x am ple,I can Sec omeO P an d issu e C 0 ~:(ro:l '!i'i@E:x,e,c 
commands to restart failed:print jobs, DI.RintollOP iAd:leis~:i,il!O~lly'" 
director iesand .. con trol hatch str~a:ms to irtlpro vesyi$ te~ii i t!;~lir ~IPu:t 
of my software devel opmen tl war k .~qt hout thisp.ri v il~q:eili ~:ii[liwq!J,11:d 
hav~ t'o.walkquite a distaoce tp) gettoi the OP.;i~iP~$9!~ii!i:ilai~:d 
II ~n l? c k IIi t.. Ica n ? 1 .s a II be come:I'! a u s~ r . t~a ti s :~~ ~!I~.~ i:j:~':n9Iiqg , 
dlffl~ult~ (whl1e retaTnlng my prose:ss prlvl,l~ges) tOI:ja~I~1~1~I:Wl.a:,t: 
user 1n flxlng the problem. i il! lill:I:!! :1 ;,' 

I· I,! , '''' . ,Ii,:: 1'1" :." .', :'1 i 
I· : I' ill' .Ii ' 

l;\' II' 
i,' .• ',:. : i ~., ' !! I 

'I: 
i'l i :ii i' : 

!'1. 'I 
1'1 !II! 

I!! i 

Ii: I 
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- Access Devices and .Use IPC -

The s e pr i v i 1 e gli!s allow w h. a t I' call II hac k e r .a c c e s s" b e c a use 
with these capabiltties,a competent p.rogrammer/"hacker· I

' could 
get into th,e system .and 1 iteral1y gain enti·re access to all 
system resources, including the internals of the ADS operating 
system itse1~. . 

Armed with .IPC pr'Tvilege an.d intimate knowledge of PMGR 
internals. (taught jn OG educatiOn cburs~s)~ one cDuld gain access 
toPMGR's control. ports and either alter termina.l operational 
parameter S s'i gn; fi cant 1 y, or I, cra sh" PM GR. altogether (and thereby 
th~ ~ystemJ if bad contr~l parameters are passe~. ' ' 

'In the'case of Access Oevices, a good programmer with 
'knowledge of MMPU I/O instructions and ADS internals could 
read/wrttea,ny word of memory; grant illegal privileges, impact 
th e ope rat in g s y s t em' s per for mar) ceo r ( more 1 ike 1 y ) for c e A 0 S 
into its Pan:ic routines. . I 

>,So, it ;shoul<1 be. rather evidert. that these are all dangerous 
privileges and should be restrict¢d only to thosethat really 
have' a need - and this is pretty r.rre. 

\ 

Group 2 Privileges ---
I I 
j , . 

: The s e !pr i vi leges can i n dire c t 1y imp act" s y s t em perf 0 r man c e , 
althpugh no~mallythey cannot com'promise system integrity; and , 
ther'~e are ~" few exceptions t.othisrule. The gr.oup 2 list is 
rat h r ex ten s i ve • : ' 

. I : 

The lf~t of priviieges that ~ake up Group 2 are: 
1 • 

, 1 

C~ange Priority 
, I I [ 

C1~nge Type i 
'1 1

. 1 U ~ i mi ted S .a ~ S 
: I 

N,U~ber of Sons 

cJeate without Block 

M~m.ory [size] 
I 

P~;ority 
i 

D s k Quota 

Use Console 

Use Batch 

Use Modem 

Use Virtual Console 

Access local Devices Remotely. 

Become Infos 

M.ax Qpr i or ity 
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Use Console, Use Batch, Use Modem, Use Virtual Console and 
Ace e s sLoe a 1 0 e vic e s Rem 0 tel y are m 0 reo r 1 e s S' co n v e n i e nee 
privilege~, although they can generate system impact. 

For example, the use of batch privileges gives the user the 
o p p 0 r tun i t y to que u e up m 0 r e pro c e sse s after t he max. s on 1 i m it 
has been reached, thereby av~rting that restriction to some 
degree. . 

Console access can impact a predominantly batch environment 
by allow i n gun aut h 0 r i zed us e r sac c e s s . tot he' few con sol est hat 
may be a va i lab 1 e • I nth e cas e of vir t u a 1 con sol e ac c e s s , remote 
logan be~omes available opening the door to "hacker" access. The 
same goes for accessing devices remotely. 

The remainder of Group 2 privileges allow (to Some degree) 
system performance to be impacted. Let's look at these privil-
eges more closely. 

- Change Type-

The Change Type privilege allows a process to make itself 
Preemptible or Resident, thereby enabling higher Memory and/or 
Pro c e s s pr i 0 r ; t y • T his can for ce A 0 Sin toM em 0 rye 0 n t e ~ t ion , 
thereby imp~iring System Performance. As a reminder, the d~fault 
pro c e sst y p e iss wa p p a b 1 e, allow i n g the AO S S c h e d u 1 e ~ and: Cor e 
Manager to control System Performance based upon p'rocess beha
vior. If too many resident processes are proc'ed, a memory 
"deadlock" can occur, thereby "crashing" the system. 

- Memory [size] -

Along with '"Change Type", the Memory [size] parpmete!r can 
affect Memory Management Performance. Rarely have I seen! this 
par a met e Y' set to any t h i n g other than 3 2 and this . c 0 u 1 d ; be a 
mistake. Recognize that some software is written to extend its 
unshared memory space (with the ?MEMI system call) to the maximum 
available enabling it t or u n faster; at the expense of other 
pro c e sse son the s y s t e m (a n d 0 f c 0 u r see v e n t u all y at its 0 w n 
ex pen s e ) . Th ere fo r e , it i s wi set 0 set t his fig u r e n 0 hi g her 
than absolutely necessary. Of ·course, when in doubt as to what 
program(s) the user(s) will run, set the memory to 32. pages 
allowing the largest possible program size. 



- Priority & Change Pri6~ity -

These privilege declare the initial process priority at 
logon and then declare whether or not a process can rais.e its 
priority higher than its initial [assigned] priority. A process 
can always lower its priority, but I have never seen that 
happen! 

You k now the 0 ld 1 a w : 9 i v e apr 0 c e s san inc han d it w; 1 1 
take ami le? We 1 1 , stated another way: g i v e n the c hoi c e, n ear 1 y 
all users will run at Priority 1. If they are Resident or Pre
emptible as·well, then they will be competing with such processes 
a s PM G Ran d' t his co u 1 d c au se REA l pro b 1 em s • 

Remember, P r i or ; t y Structure i s one of the ways ~ can 
control System Performance. Mak~ use of this privilege wlsely. 

- Number of Sons -

This privileges puts a ceiling on the number of son proces
s e sag i v e n user can create. 0 b v i 0 u sly, t he more so n s on the 
sy s tern the poorer the performance will be. As a genera 1 ru 1 e, 
unlimited sons are rarely needed in the typical user environment. 

As I write this manual I am also Bet&-testing the Desk
watcher System Performance ana lyzer. With the unl imited sons 
p r i v i lege, I am a b 1 e to pro c 25 .. 40 d u mm y pro c e sse s t 0 mea sur e 
system load. and AOS performance. Normally however, 3 sons is a 
goOd limit. With 3 sons availab"e, I can be editing a source 
file uhder SED (Son II), break out to the ell (Son #2), and bring 
up the current version of Desk:watcher (Son #3) in order to test 
one of its features. When I have ,completed my test, I can IIf1' 

terminate Deskwatcher, and return back to my editing session to 
make the source-code changes needed to enhance the software. 

A good rule of thumb is to keep the son limit down to a 
workable minimum; especially if you run software that tends to 
pro c son pro c e sse so nth e fly . However, i f you ins tit ute t a a 
strict a pol icy on son procl:sses, you will have more user com
plaints than you care to handle. There is almost nothing worse 
than incurring the wrath of the user base; especially in a 
Desktop Environment. 
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- C rea.te Wi ttroutB 1 oc Ie, 
'. I I 

iOn many 5y s tel m 5 , memory ; s not a p ~ 0 b 1 em, b ~ t act i ve pro c e s s 
are • i .' 1ft h i. si s ~ 0 ur scene , then create wi tho uti b 1 0 c k i s a qui c k 
and l:1 ; r t y sol uti 0 ~ • Wi tho u t t his p r i v i'l e g e a uSer can then on 1 y 
have one a.ctive p;rocess. Tne'lIlemory w'ill still be impacted by 
the existence of. this p<rocess,: but at least the process scheduler 
will b.e given a break. I I 

- Become, Infos ... 

This priviiege ;s misl'eading in that it' simply grants the 
user pro c e s s the p r i v i lege : t 0 c re a ~ e I PC fi 1 e sin t he : PER 
directory,. an.d that's all. Tihe valuelof thts privilege is that 
it can simpl ify IPC. ·file look,:,up for o!therprocesses aind has the 
disadvantage of increasing the dire:ctory search oxerhead of 
:PER. (Discussed in Chapter 4) Becau~~ this. d~rectory is .fre'lq -
uentlyaccessed by the system, performance wlll suffer lf t,oo 
many IPCfiles resi~e in :·PER . 

... Disk Quota ... i 

Because this parameter controls the UDO CiPd maximum stze, lit 
can indi.rectlyaffect System Performance.l Only ifthei u/er 
attempts to fill up the allocated CPO space: will a large' di1sk 
quota' be a problem. Remember', this value si:mply set:s the C'PD 
maximum. It does not actually a~locate the disk blocks. i 

- ! ii, I 
The most important consld~rationhere ;:s the overallld'i'sk 

space u. tilized,.not the CPO st!.ze: li.mits. It .. i.s worth rei.terlatil.ng 
however that lf the allocatied: dlSk space ~xceeds 80% o,f the 
available disk blocks, thenSy~tem Perf.ormance will beg~n ~o 
s u ff e r d~ a s t iea 11y. , i ' ,I I 

; -, I I \ 

... ,Max Qpri or i ty, ....' I ~i I 
'I: .1' ,I 

This figure.lim1ts the max Qpriority on batch jobs a d lis 
therefore of use to t~e system manager in control1:ing batch que~e 
utiliization. Proper lase of the Qprioritysetting can favor ibad:h 
proc11esSin.g for certai~ users, enhancing their productivHy. i ,I 

. . 1 

! 
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Group 1 Privileges ---

Most of the Group 1 "privileges" are not privileges per se l , ~ 
but instead are environment directives describing the initial 
operating e~vironment of the user or are of documentation use to ~ 
the system manager. 

The Five Group 1 directives are: 

Username Initial IPC File 

Change Password 

User Comme.nt 

- Initial IPC File-

Program 

When a program is invoked at logon, a file can be passed to 
it in order to get it started; this is called the IPC (or Initial 
Process Communication) file. A restriction on this file is that 
i t c an be 0 n 1 y one b 1 0 c k ; n 1 en g th, but t his c a use s no h a r d s hi P 
to astute programmers and System Managers. 

If the initial p r og rami s t h eC LI . (as it usually is). then 
this file is usually a "logon macro" used to get the user enviro
nment setup and give such information as the "local system news" 
and possibly describe current system activity. Under ClI, this 
file is often not big enough to handle all the logon requirements 
of a given user. The way around this is to have the initial 
1 og 0 n ma c r 0 s imp 1 y b e ani n v 0 ca t ion 0 f a sec 0 n d mac row h i c h can 
be of any length. 

In my case logon occurs via a set of 4 macros totaling 
approximately 3800 bytes and is invoked by i,nitial IPC file 
:Staff:$Ron:logon.Cli which has 'one command in it: $logon; this 
being the first of 4 macros: $logon, $logonl, $logon2, $logon3. 
In most installations live visited, the initial IPC file is 
rarely used to its full potential. 
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"cd 
I 

'""'1 I 

-~ . 
I. 

.• :A 

. . " . ~ -, 

.\ 
i 
I, 

- Us~rname,-,i , 

O.n a properl,YI"des;gnedl~ sY,stem,lcho;ce of Usernames i.s no 
t riv; a 1 matter. :Re~e mbe r , . At ce s s C q n tr 01 Li s tsa, re enforced 
based 'u,pon. user name. That makes Ise'lection ofU'sernamesa 
potentially criti¢al1item if syste'm selcurity is an is.sue." 

,iii' 

: i 
For example,! On! my desktop :machirii.e, any username preceded by 

a "$" deno,tes Sy$tein Programm'er or ~ystem Manager, s.tatus. A 
username fo11ow~ti by a ".Sta~f"in icates a cor.o~ate staff 
member, giving ad!~i~iona1 acces~ to privileged maiL a;nd CEO. A 
username .fO.l1.ow.ed!bYI n.Vip" indi;cate. s Jprefe.rential ,.status, but no 
"super:" prlvllege;s .nd access t!O, sta~f mall or CEO~ . All oth'er 
"10!w-1~fe"s" simp~,y luse their na'me to ,logon. 

, . I 

- Program -
I 

Nprma.lly,.when ~sers log onto the! system they are brought up 
undier ~he Command Liine Interpreter (C~I), but this is ,not always 
a diesirab1e case. T,o begin with, under CLI a user can do things 
thait wiould,impact tne system and/or: go into direstories that 
miglhtpotentia.l1Yl put the system at ri:sk. Another pos~ibil ity is 
thait the CLI isa¢tup1.ly toocompl.icat:ed for th,e user; :a case not 
a1-1lth~tunheardof. Therefore, yo.u can· act·ual1y bdng a user up 
und~r ~1most any~rogram.. ' 

, 

I 
. Spme cases of not bringing' up the, .user under CLI might be in 

.t h el c ~ s e 0 fa, p re d ~o mi nan t 1 y. CEO s h 9 P 0 r ash 0 p t h! a t run s a 
resiervation system most of the time. : In these cases IYoU simply 
bring lthe uS.er up directly under thi'ssoftware aq;d Iwhen they 
tet,minate the pri.ogram they'will be :logged off. I:h;one educa
tional; institution I spent sometime at, beginningprio.g.rammers 
were brought up under Extended Basi c when they logged: on to the 
system and those qesiring access to the "games direcitoiry" logged 
on : w i t i ha use r n ~ m'e of n G'a m e s. Vip " and. were b r 0 ug h it ~ p under a 
menu-driven program designed to allow' them to select: the game 
the~ wished to pl~y. 

- Chan~e Password-

Th~ change password privilege is useful for keeping the 
computer game interesting. I will at times change my password 
when .my mood changes to add spice to life. I also change my CLI· 
pro!l1pt. from time to time for the same reason. Never' .is there a 
du11 m6ment at Innovative Dat~ Systems •. 
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.. -- ... Preditor Summary ---

T.o sum up. t h· i s dis c u s s. ; 0 non the pro f i1 e and p r i v i 1 e g e s, I 
want to r.emind Jou.that assigning process privileges IS an area 
that YQuhave direct control ov:er. Other areas concerning system 
performance mayreq.utre specialized knowledge, but controlling 
pr~'cess priVileges is~omethi~g most anyone can do at almost 
anytime. It is up· to you whether you avail yourself .of this 
capability or not. 
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Improvin~ System Perfor~ance 

Thus f~r in this book we have coverea ~number of differe~t 
aspects of·AOS system performance, althou'gh in many cases things. 
haven't been exactly spelled out. The pllnpose of,this .chapter is 
to offer some a.dditional;nsight and recap same of ,what has been 
stated earlier~ Bear with me ifl seem "tid.' be repeating.inyself. 

Performance improvement can be brok,e:n down into tbree. major 
segments which although. different, are iri~:!egrallyrelated: 

Hardware Configuration and Aos'g~n parameters 

Operational Parameters 

Operational Procedures 

Configuration and AOSGEN 

Conf;~uration and Aosgen often go hand-in-hand and can ~ake 
a significant difference in ~he .performance of your AOSSystem. 
Configuration is simply selecting th~ proper devices and hardware 
options for your system. Norma-"y, configuration 'pr.ecedes the 
Aosgen stage, bu~ not always. 

Aosgen is the step wherein you tailor the operating system 
to fit the configuration of your hardware .... Normally this follows 
the con fig u rat; 0 n s t e p • . YO,u can 0 f co u r's e c h 00 set 0 . pu r po s ely 
"over-gen'" your system in anticipat;onof devices to soon be 
add e d.. . Doing t hi s e1.i min ate ~ t he nee di f or r e -g en' i n gin the 
future when these devices are actually added. Th.e drawback 'to 
t ~ is; s 0 f c 0 u r set hat e x tr a me m 0 r y W 11 1 bene e d e d by t he 
operating system.; even though it is not b~ing used • 

Operational'Parameters 

Operational parameters are separate, from configuration and 
Aosgen in that they are pretty much independent of the two. 
Operational parameters include such things as ACl's, -file' element
size, sear~hlist changes and the like. 

Operational Procedures 

Operational procedures can often make a noticeable differ-
ence in the performance of the system. Such procedures include: 
Disk Compression, "Job" Schedul ing and System Pr()cess Load. 

6-1 



. i: 
Performance Tips 

Below i sal i s t oft h ; n g s you can dot a . i ,m pro v e s y ste f.ll 
performance at the Configuration, Aosgeh and Operiational' par'am
e t e r s 1 eve 1. The f 0 1 low. in g p age s de t ail w hat you I: and 0 i n e, a c h 
of those areas to enhance performance. 

Add additional Memory 

On older machines, be sure the memory is interleaved 

In~rease the cache buffer count 

Patch the OTMIN location to keep AOS overlays resident 
for longer periods of time 

Add additional Disksand/or Controllers 

Use a BMC when you have more than one disk controller 

Keep searchlists small and identical 

Use + template on A c 1 IS or eli min a t eA c 1 IS altogether 

Keep directory depths minimal 

Optimize hash frame sizes on directories 

Keep filenames under 12 tharacters 

Choose large file element-sizes to reduce file-indexing 

Make continuously used files contiguous 

P 1 ace Bit map . an dave r 1 a y are a i nth em; d d 1 e ,0 f the LOU 
used area to reduce the seek distance for th~t drive 

! 

Make liD buffer sizes as large as possible to reduce 
liD requests 

Occasionally compress your disks 
I 

Install a 'DCU when using more than: 8 terminals 
! 
I 

Cut the b a u d rat e t 0 48 0 Don non - DiC U mac h ; n e s wit h ma n y 
console lines f I 

Gen the RTCat t~e lowest frequencj possible 

Util ize batch processes for compute-bound jobs; non
interactive processes significantly hog cpu time. 
Us; n g b.a t c hf 0 r C e s these jobs to sin g 1 e - t h rea d . 

, 
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Additional Memory 

Add i n g add i ti on a 1 memory boa r d s / car d s wi 1 1 m 0 s tal ways 
imp r 0 v es y s t em per for man c e . In years past, this was not always 
an· economical move . Now days wit hd eel ; n i n g memory prices, 
adding physicalmemary is a very practical thing to do. 

Interieaving Memory 

On old AGS machines, the memory boards were not inter~ 
leaved. This would tend ito slow down the memory reference 
cycles. Then, an innovativ~ announcement from Data General was 
that memory boards could bel 4-wayinterleaved, speeding memary 
a c c e s s by abo u t 4 X.. The newer E c 1 ips e CPU' s are a 1 rea d yin t ejr -
leaved and need no such chamge. If you are ~ncertainwhethef or 
not you r me m 0 r y i sin t e r 1 e a v e d., con t act you r fie 1 den gin e e r • 

I 
j 

Terminal Considerations 

Although many things c~ntribute directly to system performl
an c e, t e r min al 0 per a t i on i s lin a way the most " vis i b 1 e " to us e r! s 

. ( no pun i n t en d e d ). 1ft e r mi n a 1 s are 0 per at i n gin e f f i c i en t ly, 
PM G R w; 1 1 i n d ire c t 1 Y s u f f er • Be i n g t hat PM .G R i s are s ; d. er t 
p r i or it yIp roc e s s, s h 0 uld it run i n e f f i c ; en tl y , it co u 1 din dire j-
ctly impact process performa'lnce on the rest of the system. . 

I 

Three t h ; n g s s· h 0 u 1 d bel g i v e n cons id era t i on when set tin gu 'p 
terminals on anAOS system: 

Termi na 1 Characteri; st ics 
Baud Rate i 
Use of a DCU devic~ 

Terminal Characteristics 

Terminal characterist;c~ can make or break a system from the 
psychological standpoint of users. It;s important to read the 
reference manual (s) for your terminal (s), as well as the AOSGEN 
section of the "How to Loadjand Generate" manual to be sure that 
everything is in sync. I 

j 

• I . 

Some years ago, I was part of a research project to deter-
mine what people 1 ike/disl iked with regards to using a terminall. 
Un for tun.a tel y, i tis a h i g h i1 Y sub j e c t i vet 0 pic, 0 f ten de pen den t 
upon the app'licationsoftware driving the terminals themselves. 
However, it is best to be al~rt to people's reaction to: beeping~ 
highlighted fields, field placement, redundancy· of data .on the 
s c r e ens ( or 1 a c k the reo f) , how m uc h d a t a i s on e e a c h . s c r e e nan d 
what the baud rate is. Maybe someday, I will write a whole book 
on this topic alone. I 
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Baud .Rate 

Baud rate can have quite an impact on system performance; 
especially on a s y s t e mw i t hm are than 8 terminals. There is a 
tendency t or u n the, baud . rate' as high as possible. Although 
screen I/O speed is seemingly enhanced, the system is easily 
bogged down trying to sU'pply large amounts of data to several 
terminals in a timely fashion. Remember: the CPU can only 
process data so fast. 

It is important to ask yourself whether or not the users 
really need to run at 9600 baud. Quite often 4800 baud is more 
than· sufficienLOn screens with IIsmallll menus or screens where 
just a few fields are plugged in, 2400 baud may even suffice. 

It 1s worthwhile looking at the application software (if you 
have the source code available) for different ways to enhance the 
screen I/O~ For example, it is common practice to access all the 
needed data and THEN toss out the screen. A more effective 
a p pro a c h wo u 1 d bet a a c c e s. s s 0 mea f the d a t a, put it ant h e 
screen. While the user is studying the first part of th~ screen 
d a t a, th e so f twa re can be a c c es sin g the sec 0 n d ( an d sub seq u e n t ) r ' 

pieces of data; u~dating the screen. Overall, the amount of CPU 
time will increase some with this method, but the thruput will. 
imp r a v e a s are s u 1 t • The add it i on alp roc e s sin g s t e p s will be 
done while other terminal screens are receiving their data. 

The above method DOES require planning. and possibly some 
i n ve s t i ga t ion i n top s y c halo g i cal e f f e c t s of " a v e r 1 aye d" s c r e ens, 
but it ;s well worth the investment. After all, what good is a 
system if the user's refuse to utilize it? 

Adding a DCU Processor or an lOP. 

On non-Desktop systems a DCU process can be added to enhance 
terminal performance," There are two types of DCU facilities: the 
DCU-50 and the DCU-200. The DCU-50 speeds terminal I/O in 
general and the DCU-200 places most of the PMGR functionality 
into the DCU processor off-lloading the central processor - the 
resident PMGR (called the Wart) is invoked ONLY when the DCU ;s 
inc a p ab 1 e 0 f h an d 1 ; n gar e qui red fun c t ion; and t his i s rat her 
seldom. 

The M/600 system comes equipped with an rop (or I/O Proces
sor) and is an option on the C/350 processor. Essentially, the 
lOP is a super-intelligent DCU, running in conjunction with 
10 PM G R as the P I DIp roc e s s . Its pur po s e i s toe n h an c e the 
interrupt 'handling of slow-speed I/o. devices (eg. consoles, 
printers). 
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Th e Rea l-t.i me C l-o.c 1c(.RTC 1 

AOSruns best when! the Real .lime C]'.ock is gen'ed at the 
lo:west frequency.p~ssiblY~ ". i,H"igher "clocktrequencfes gene·rate 
more interrupts.persecond;~119Wing the sy~te:mdown. " Forei<ample, 
a 1·0 hertzclpckgenerate~,JiO!:,;nterrupts per second; a 100 hertz 
clock generates lOOinterr:]l(p1+'s per second;: a ,1,000 hertz clock 
generates a "l,OOOinterrup~slip:er second. Unless you.r; software 
really needs 100 or 1,00;0 ,:n~rt:~z timing acciuracy, ,it is best to: 
choose a 10 hertz clock speed.: 

Cache! Bu.fferCount 

I Adding extra cache b:~ff!~rs via AOSGEN can m,akle q'~i,te; a 
difference in system perfor!m~~~e. "Use of the word ,"tiachei";'here 
is! in. a 'wa~i a mis-nomer. T~~!~ord Cacheusu[ally :rerer~ to !f~st~r 
meimory,whlch these buffers.1 ;~r:~n't. ADS ca!=he bl.lffe!rs: get!the~r 
naime Simply because they ~n~icore-resident. To unde:rstard, w~y 
ca:chebuffers make a diffet~n,ce, I rese.arc!hed~OS's jt;>lock" 1(0 
al:gorithmsFhemeand ~ound;:~r~ answer. When ablockirequ~'~t ps 
made of AOSlth~ follow'ng'c~,~~s are ma~e: 

, .. T~e block has 'jUstiil:b~enreadinto 'a Sys:tein Buffer: 
The block has been,irbi:ently. BLM 'ed:intoi a Cache Biuffer· 

,. . ". . ' I '''I' I~: : , ' ,~ I . ' , 

The I /0 for the bl ~ C ~ is" cur r e n tl y' i n Pi r ~ g r e ~ s i 

The b 1 0 c k nee d s t 0 b ere a d (. the r e que s til S que u e d J 
! 'I ': 'I 

• :: J" • -", ! _ , I .1 

The gr'eater .num.ber of ¢acne buffers availabl:e to the s!yste~, 
:the. greater. chance of .thei:b;l,ockalready: bein9 cor~-resiiden~. 
Remember, one of the ax;oms!iofithe AOS I/O world is that phiy~ical 
disk '. I/O .i~doneONL.Y as )ar :last resort .•. iCons.~de:in,9 that: t~e 
full 128 buffers requlreo~h',32kwof memory, 'itlS ~el1! w:orth 
th,e inv.estment of. gen' ing~~:l1the maximum~ Iftlhelo~s of:32~w 
gr:eatly impacts the memoryirnaragement of Y9ur system,i then! yq>u 
ar'e probably overdue for extra memory to be addled an~way.lu~;mg 
the Watcher's Memory Inform~tibn screen will helpl pbint thi!si'out. 

I ' , 

To demonstrate the cac't):e bufferimprovementi, I added' a new 
IOiSTATS screen to. Watcher ~t:i1it;es'(n'ow available ln R~lease 
3.0). This screen d;splays·Iari)ongstother. things:) thepercient of 
logical vs. physical I/OreQue~esand thepercentiage of I/O' wait. 
F;'gure6-1 demonstrates the ':effects of incteasi~g the number of 
cache buffers. A visible man;ifestation of increasing the cache, 
bu.ffers is that· program loaotimeiss;gnificahtly reduced. As 
you can see,. using cache buffers is an inexpens;vieway to enhance 
di'sk I/O performance. t' 

. Before permanently changing the cache buffer count (via 
AO S G EN) , fi r s t r e - boot the s y s t e m 0 v err i d d ; n g d e f a u 1 t s p e c 5 , 
speCifying a larger number of cache buffers.Wnen you find tae; 
r i:g h t nu m b e r for you r s y stem, the nan d o'n 1y the n r e - 9 e n t ~ e : 
SYiS tem. ' 

6-5 



Patching . OTMIN 

a memory location internal to AOS called OTMIN. 
Tihis.location specifies how long AOSwill keep, system overlays 
m:emory-resident. By .defaultit ;s set to 74 (octal ) - 5 sec
olnds. If youhaveaslIfficient qmdurft. lof, m~mory,it might b.e. 
w;orthwhile'to patch 'thi.s to. a. much langerval,ue,; say 5 minutes. 
The fo llow i ngc,ommal'ldsdemons t ratehow\ ,th;,5; s.don e: . . 

'. . ... , ... ,' .',' .' ' I", .. :.! " . .' 
X Oed i t / s=Oper,a t tng sy stem name'i.'S:,-. ,Operat in g_ sy s t.em_name' ~ S.Y 

! ", j- - i .. J!,::' 

+ OTMI N: 00074 +.'454 

+ Bye 
1 " : I ' . ~ 

'. This change is j'officiallyll! unsu#p6rited by Oata General but 
has been kno.wn toWorklfor over 6, ye~'Y's; and seems to be "harm~ 
less II to. the. rest of~h,e operating.sy,,:sX~!T1. 'If memory is tight, 
th.is patchma,r triggetimemor;y .cbnt.~~ip:::i:~n,. :If you re-gen the 
system, youw1l1 of course hav.e to r:e.+'Bipply the patch. Needless 

L, ~ , ': . J , ,I 1:, ",' ,i r!', ' ' I , 

to s~y, make a, backuPof~,your'SYl file;ippJr4 apiply;ng the patch. 
,: ~ " 

;: 

Additibnal Dis~s, ~ndControl1~r~ 

Additional diskS land contro11er~:~":i1l mosti always: improve 
system performance. Thil's topic ;s well , ~~vered in: Chapter 4 so I 

. wil 1 no t rep·e i! t my s e'l f her e • 0 e s k (op i' con ~ ide rat ion s ! w ill be 
discussed at the end of;~his chapter. ).!, i 

Searchlists 

, 
" 

! 

I 
I I 

A 1 tho ugh the y are rat her use f u 1, s:e arc h 1 i S JI S can ~ e qui t e 
expensive in terms of system performance.:' The longer thelsearch-
1 is t, the mo red is k ace e sse s t hat wi 1 1 ''bje r e qui r din tHe eve n t 
of a non-existent file, 6n1y to come,up short. ~ ·few poi~ts are 
worth noting: ' 'II"!; 

, I 

K e e p noma ret han 3 d ire c tor; e son you r I ~ ear c h 1 i s t 
Don 0 t pu t : PER ant h e s ~ arch 1 j s t; in,s: tea d r ~ fer e n c e 
that directorY,.with the 1'@Up~etix i I 

K e e p the s a me i I di r e c to r i.e s . on' )'0 u r sea r c h 1 i s t a sot her 
users. That 'reduces the, AO'S:iinternar memor.~'· space 
required to hoJdthe searc~liit~ , r 

I 
I 
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Dire~tory Structures 

i j 

Bitmap and Overlay Area 

Placement of the' Bitmap and [system] Overta~ larea,can,m~~ea 
significant difference in AOS performance. Ideal"l,y, t'hes'e st:r;,uc-, liP I I I 

t U res s h 0 u 1 d b e p 1 ace din the mid d 1 e 0 f ~ :t h ~ 'n, e 0 m m 0 n 1 y iJ: ~ ,e d 
f i 1 e s • T his w ill ten d to, m; n i m i z e h e a d m 0 we ro e n ton, t H:~~di 'g 
dr;v~s. By default DFMTR' chooses a location ',a~ou:t, 3VB's :'Of,':II'II'lit~l:e: 
way 1 n tot h e LOU. ' ' " ' I I' I ,III" "I:~ 11,1

1
1 I "I 

, I II II tI II' 'I 
• .' III illl I'IIIII!IIII: II 

I,' , I ' , 'I I I : I : : : . ,. i : I : !: II:, l~ : ,: !, I 
li;.,II; 'ji'i' "Iill"ill i ' .. 1,' 

'iii!!,; Ii: 1 [I iill~! Ii 
".""',, "'11" 'il'I"'" ,. 
):~'I::it:i:!: iii;']!: :! I!;:i::, j /:': 
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I/O Buffer Sizes .. 

Carefullyc,hoosing LID bu:ffer sizes can easily affect 
performance of ttie,',system, or at/least the app1'ication of which 
those buffers are: ~,:par~. 

In gen,eral,;~"heruJe for I/O:;b,urfer sizes is to make them as 
b;g asp QS sib lei 0i:d: ljhi sw ill allow, t h ei n di v i d u a 1 application to 
rU,n more eff;ci~.rrly. Needless,~o say, there is a tradeoff. 

'between largeb~ffersizes and, overa.ll system performance. 
Mak i ngbuffer,$: tb'q; 1 argew; 11 jmprove the performance of the 
individual ,app.1jda::t'ion,although 6ften at the expense of.' overall 
system performa~cj~;":i This is s~met!hing to be considered. 

c - ".' ~ " ; ;:, ) • ':,::; . ' • , 

With t h e,'W a t4 h;:er u t i1 i.t i e s ,u sin 9 S ct e e n 4/5 (Disk S tat i s -
ti.cs.)wecanm,o~,~'~or the ratio of contY)oller 110 requests to 
actualblocksrea'dl:'Written. If the ratio of reads/writes to 
requests· is ver.j,'!'iji9h, then overall the. buffering schemes are 
p rob a bl y rat her e iff' ;<c i e n t • A low ra t i 0 : i n d i cat est hat s mal 1 
buffe,ring iscat(~i!lhg additional 1/0 requests. I/O requests of 
c <) u r s e no to n 1y f~ :';::0,1 vet he de vice time, but inc 1 u d eA a S G h 0 s t 
a·nd inte·rna1. pr9q~s~;ngas well. On an 11,0 bound machine, this 
becomes very not:iC~,a,ble rather. quickly. 

Increasing the application program buffer size(s) will most 
surely improvep~rifotmance, up to a poinL Another possibility 
'is to multi-tas~,!tlieI/O routines in the program, having a 
sep,aratetask han'd'}e, the I/O for each file. This gets a 1 itt1e 
triGkytowrite,'pU,t cat:! really improve the 110 speed of a given 
application., L;;k~Wi'.se, using Shared Page (SPAGE) '1/0 can dramat-
ic.allyimprovean:iap,pJiCation I s performance,. ' 

F 0 r1 a r 9 e f ,i:te s , increasing the file 'e 1. em en t size will 
,decrease'the numb,er of transparent RIB accesses and therefore 

rec;luce, the numbe,rof read reque'sts t~ the disk. 
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Disk f ompress ipn[l ] I. . . . .1' , 

i 'As time goes by,J d i5k. drives tend to b c me rather frag
melnted, the disk blc. ksbetng scattered !'a liliover the Ldu. 

th~ lncreas,ed seek ,tlme! on the, dlSk drlve.· . F.r~ 9"!en ted d.,., s k.S' .. c a .... u ~ edi .. ' SY.' ste.m.',.'. " p., ..... er.fO rm.a nee:, to,' ·.l.,eim
p

a, c. t, ed. due to 

/ The solution to dtSk fragmentation is to c mpress the disk 
drives from time~ Dislk compre,ssion consists f dumping y'our 

and relo.adlng the data;' ThlS, tends to redllceolr ellmlnate the 
d~sk fragm~ntati?n, therebyJre~ucing the ,seek ti.m~.Although 
tlme consumlng, d,lSk cOiPreSSlrn. lS, well worth the 1nves,tment. 

The, quest,ion df~olurse a~;ses as to when it is ne~e.ssary to 
d~ . acompress,o~. The :best Pi1C\ce to go for. a;ntwers. 15 to, the 
bltmap to ttre dlSk ,tsenf. If you are eXperleriC~f1ng:(T111d' fragme
ntat~on,' you will see t' "ragg,~d" bit.map. AS,~i k rragnie~t~tion 
cont.lnues. to·g.et.iworse. ,.the ".H.:,ol.es" 1n the', .. blt~a, ,:,W1, 1. 1"b.';,e",f11, led 
and ~ h e d; s k w.ill' dec e t i v:l y : look. u n - f rag men, t ~ d !. ! : T h r ref 0 r e , 
examl ne your bl trpap fr$m t lme to t 1me and a 1 s~lkeep,. an: e,ye out 
;for disk .lIcha.tterl" .an. d Fhe SYS,.t, e,m slowing d,own.;.itiwoS,' .,i'gnSOf disk 
:fragmentation. ;With !the Waitcherutilities,ly!oucannot 'only 
;examine the' Bitma[p, but1hyou cahproduce a hard fOIPY l:ist.in"g of it 
iforyour document:ationeeds. '. i 
I ",; ". I I I I ,I .. , . " ." . 
'. 0 n my D. ~ sk to. p, I I t y pica 1 1 Y com pre s;s the dis k ( s Lever y 3 
'months or so.' Oping t~is us.u1ally improves the !slippingsystem 
:performance' by a~out 2~%. OniaDesktop, that is:signifi,ca:nt and 
:therefore well worth t~e time:taken. The proc:e~s can be, auto
mated withmalcro) thatl run under batch whilelYoJu 'are. off doing 
iW 0 r k 0 not her, I dr-1 i v e s. ,II' , I I, 
.. I'!' I 1 

! ii' I 
i A, sa sf di e do i nt, : I disk compress i on can 0 f ~ ~ n have q u ; te an 
,;mp.act. Oil d~;,ve. tiUSY. ar1n\d controll.er interferen~e,1 s.tat.istiCS. As 
the.seek tlm~ d~creas I~" theldr1ve and controlll:er wlll be busy 
for s h 0 r t e r p~ ri old s 0 f ~ it i me . ' . 'i 

I I ! 

1) 

I ! J 
I: II 
I I Ii 
i '/ ! I I' , 

Ii. II 
For Imolr e i ~ if 0 r mat; 0 non. com pre s~ ; 
artijc1els in, I~he June, Sept. and Octl' 
dat~ ba~e mo~thly magazine. ! 

I I ' ' , 
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Desktop Configuration Points 

We can I t even beg i n to d; s c u s s S y s t e m Per for ma n c e wit h au t 
looking at the issue of proper hardware configuration .. Spending 
vast amounts of time dealing with System Performance is worthless 
if the hardware is under-configured. So briefly, I want to 
approach this from a number of different angles. 

Let's use as an example the system that this manual is being 
written on. . This Desktop is aM 0 del lOs p with: 1 2 4 0 k b, a 38mb 
Winchestef drive, a 4 Line Usam, a tape cartridge drive for 
medium-volume backups a Cipher 100 1600 BPI reel tape running off 
o f an I C 10M TIt ape con t r 0 1 1 e r , two 5 1 / 4 " flo p p y d, i s k e t t e s for 
writing text backup, a ·10g;c expansion chassis ,(for :future 
IIsecret" projects), a second console, a letter quality pril"lter~ a 
dot-matrix printer (soon to become a line printer) running on, an 
ICI DLPI buffered parallel interface card, anda Sig'nalman 
30011200 Baud modem. It CQuld be argued that we have overdone 
ourselves and yet I tend to disagree. Adding a secon'd disk dr';ve 
s e v era 1 man t h s ago made a s i g n i f i can t d iff ere n c e i n the perf 0 r -
mance of the system. 

First off in order to run at all. AOS requires at least 1 
hard disk, and a second drive is recommended. The initial desktop 
systems were configured with only 15 mba disk drives andyetAOS 
; ns t all at ion a 1 one r e qu ire sap p r ox. 13, 500 dis k b lac ks - c los e. to, 
1/3 of a single disk. Even with two drives, space is very 
1 i m it ed . 

Luckily, since the initial release of the desktop, a 
38mb. and 7 8mb d rive s h a v e bee n add e dan d 1 20m b .' d r ; v e s ar e 
reportedly now available as well •. Unfortunately, hardware design 
of the desktop allows only one disk controller with a maximum of 
two drives on that controller. Therefore, it is recommended that 
you include the largest affordable drives to begin with; because 
you can't configure different drive types on the same controller. 

I ng e n era 1 , additional disk drives - if properly uti 1 i ze d
will significantly enhante. system performance. This becomes even 
more s i g n i f i c an tin the des k top en vir 0 n me n t due to the 1i mit e d 
drive capacity and the· 2 bit data bus on the micro-I/o card. 

o nan y s y s t em,· d·; s k see k . tim e i sal way s the pro b 1 em. 
Therefore, two drives along .with. proper file plaCement can 
d ram a tic all y e nh a n c e s y s t e m per for man c e ~ I n a s 'i n g 1 e, d r i v e 
configuration,file placement becomes an important issu.eas was 
pointed o~t in Chapter 4. 
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De.sktop D,i skDr i ves 

On the Besktop we are severely limited to our disk choices. 
Ignoring.thedisk~ttedrjves, weare limited to one ,disk contr;-ol
lersupporting only 2 d,isks. In most respects; the Desktop 
systemsres'embleth,e $-10, $-20, 5-30 series except that the 
Desktops have been endowed with a', "crippled" disk ·c,ontroller,and. 
data-bus. . 

The winchester, controller has been designed with 7 sector 
interleaving and 'small hardware buffering which slows the d~sk 
considerably. Atddi.tionally, the CPU has been designed wit~ a 
2-bit data-bus.~lthough this is probablyadequatefo~charatiter 
devices, it is disastrousforblotk de~ices .. A 2;-bi 1t data-pus 
means that 8 memory fetchesarerequir.ed to bring ~' sl;,ngle ,word 
of data into memory. In the caseQf a ~iisk block, i2,q~8ifetc~es 
are needed to comp.letethe data transfer.: ',: I 

If you would: like an in-depth understanding of tihe ,desk~op 
disks, J recommend reading the ,Disk Technical reference mant:lel. 
It'is loaded with, ,ahostdf "interna1" i;nfo'rmationand therefbre 
makes 1 i t t1 e se n s'e fo repeat it here.T h e manual ' is ' a v ail a b 1 e 
from the OG TIPS department a,nd is well ,worth the inyestment., I 
What follows is ·a summary of the main points addressed in that 
rna n u a 1, a 1 tho ugh t his ' .i s h a r d 1y con c 1 u s i ve • I 

The Desktop Disk Controller Exposed 
, . 

After just a few short pages into· the disk, technical 
reference manual 'I began to ,understand w.hat the disk bottleneck 
is allab,out.Alth.ough I can.get no verification from Dsi on 
,this,'the folJowingexplanation seems to be accurate. 'I 

I 

The disk controller is sector b,uffered to, allowed d~ta 
transfers to/from, the controlle-r'buffer and drive at 625kb/sec~ 
Unfortun~t~ly~ the Data channel speed is a mere 146kb 10r read~ng 
and 171kb fol" writing. The need for sector interleavjng becomes 
very ,clear: the disk needs a "brake",mechanism so as not:' to 
overr,unthe data channel. This inept data channel speed seems i to 
be a nasty s,ide-,effect of using a 2-bif data buS, instead of ,the 
usual 16 bits, or at least 8 bits. ,Figure 6-2 illustrates th:is. 
Whencompare.d to :the Mv/4000..,DC (3.0 mb./sec) and especially the 
little "Bu11dog"Mv 12000-DC (8 mb ./sec no less !), it becomes 
pretty clear that the desktop's disk performance. was no accident. 

For my system, while deciding upon, the appropriate conf;~u
ration for our Desktop., we opted to install .. a single 38 mb. dr1ve 

,ove.r tw.oI5'mb. u.nit;s. Although there a.re advantages to using 
two disk 'drives in$~ead of one, we needed the .extraspace, ~nd 
the 38's are faster~ .. rives. Besides,. if we needed ~o u:pgrade tor 
more space, we would; have to trade 1.n our whole dlSk :sub-sy em 
to eventually take advantage ~f the 38's speed. . I 

6-11 



T ~ e % 0 f Bus y and % 10 fIn t e r fer' e d R e que s t s 9 i v e usa n 
a c cur a te idea 0 f how m u c h tim e A 0 Sis .. t wid d lin 9 its t hum b s " 
wa i t in:g t 0 beg ina dis k r E! que st. T his i s 0 v e r h e a dab 0 ve and 
beyondithe Disk 1/0 timings. The timing figures you read in the 
refere!,)ce manuals assume an ideal scene wherein the program is 
stagge~ing its I10requests so .precisely that it never makes a 
reques~ while the drive or the controller is off handling a 
previo~s 1/0 transfer. 

With a single disk sub-system, our Desktop was experiencing 
about a 30% Busy figure to the disk drive. This means nearly 1/3 
of thel time a request was made to the disk, there were one. or 
more r,quests already on the 1/0 queue for that drive. 

The disk controller can only process one data transfer at a 
time - serially -although each drive can seek: independently. 
The other requests have to be placed on the AOS 1/0 wait queue. 
The Average-Q-length * Average-I/O-request-time (6.2 ms 
computed from the disk tech. reference) gives us an idea of how 
much t! i m e is being wasted wa iti n 9 for the dis k . Add to t his : 
A v era g e - See k - D i ·s ta n ce( inc y 1 ; n d e r s)* C y 1 i n d e r - see k - tim e ( per 
cylinder) and all of a suddl:!n these "storybook"figures become 
unbeli~vably real and painfully slow. At least withaut a second 
drive an the system, thers can be no. interfered requests. 

When we added a second drive, these figures changedsignifi
cantly. To. begin with, the % of Busy drapped toappraximately 
16 % f 0. r dr i v e D P N 0 and was a b aut 8 % for d r i ve D P N 1. , yet bath 
drives were experiencing controller interference af about 5% of 
the t i me • Con t r 0 1 1 e r i n t e r fer e n c e means that a 1 though the 
r e que s ted d r i v e ; t s e·' f was nat bu s y. the can t r a 1 , e r i s tie d u p 
with a data transfer to. the other drive. i1hen we piled faur 
users an the system, the % of Interfered Requests jumped to. a 
who. P ping 40% - 4 5 % for bath dis k s • T his was f r am w 0. r d pro c e s -
s -1 n g. ass e m b 1 i n 9 pro. 9 ram sin a bat ch s t rea m a nd run n i n geE 0, all 
cancurrently. 

Althaugh the Avg. seek distance was naw a mere 52 cylinders 
for DpnO (dawn fram 94 cylinders), and 23 cylinders for OPN1, the 
system; battle-necked somewhat due to. the controller interfer
ence.A faster cantraller (such as that on the MV/4000-0C even) 
wauld make a HUGE difference here. 

Summary 

A 1 tho ugh the Des k top dis k d r i v e s are in dee d c rip p led, the 
desktap systems nevertheless represent same of the faster, more 
efficient desktops in the .co.mputer marketplace today. And, they 
are an e~cell~nt gateway into the ~o.rld of AOS. They should not 
be overlooked. 
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Reccommended .Reading 

Advanced Operating System (AOS 1 Programmer' sManua 1 
by Data General - 093~00b120 

, 

How to Load and Generate ::Your AOS System 
by Data General 093-009217 

Programmer's Reference MJnual 
by Data G.enera 1 - 014-000626 

!f 
;l 
, ~ 

Eclipse-Line Computers 

16-Bit Rea 1-Time Ec 1 ipse'AsseiTIb 1y Language Programming 
by Data General - 014-00Q688 

Advance.d Operat ing Systenj (AOS) Link/LFE User's Manua 1 
by Data General - 093"':000254 

I 

Advanced Operating System (AOS) Macro Assembler Reference Manual 
by Data General - 093-00Q192 

Advanced Operating Systel1'l(AOS) eLI User's Manual 
by Data General - 093-00Q122 

I 

I 
I 

Learning to Use your Advanced Operating System 
by Data General - 069-()00018 
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Mode:l 10 and 10ISP Computer Systems 1echn ; ca 1 Referen ce 
. by Data Gene.ral - 014-000766 

Model 20 and 30 Computer Systems T~chnical Reference 
by Data General -014-000767 

Model 6271 Disk Subsystem Technical Reference 
by Data General - 014-000768 

Cartridge Tape Subsystem Technical Reference 
by Data Genera 1 - 014-000752 

I/O and· Inte.rfaG:t~·g.. Techn i ca 1 Refer.ence 
by Data Genera l:~ 014'"000774 

Using AOS on Desktop Generation Systems 
by nata Genera' - 069-000058 

Operating Systems: A Pragmatic Approach 
by Harry Katzatl Kr .--- Van Nostrand Reinhold Company 

Operating Systems: A Systematic View· 
by William Davis --~Addison-Wesley Publishing Company 

Computer Performance· Measurement and Eval uat ion Methods: 
Analysis and Applications 
by .Liba Svobodo~a --- Elsevier Computer Science Library 

ECLIPSE and Desktop Generation are Trademarks and Registered Trademarks 
of Data General .Corporation. Deskwatcher and Aoswatcher are Trademarks 
of Innovative Data Systems. 
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Recconmended . Reading 

Chapt.er 1 . 

A) Programmer's Reference Series - Eclipse Line Computers 
The Generic "~lue 'Bqok": 014-000626-{)2 (1980.) 

B) 

Appendix ·1 
I Pp. 3-31 .to 3-41 

Model In and lO/Sp Computer SystelT)s - Technical Reference 
Manual 014-000.766 [ly 

Pp. 1-41 to 1-61 
Pp. 4-6 I to 4-7, 4-9, 4-20 to 4-27 
Chapter 5 

C) Model 20 . and)30 Computer Systems - Techni~al Reference 
Manua 1 014-0.00767. 

I 
• I 

Pp. 1-29 to 1-46 
! 

Pp~ 4-3 to 4-5,4'-11, 4-24 to 4-32 
Chapter 5 . 

Chapter 4 
I 

A) Model 10 andlOlSp Computer Systems Techni~al Reference 
Manual 014-000766 [lJ I 

Pp. 2-28 to 2-60 
Pp. 4-10 to :4-12 
Pp. 4-14 to :4-16 

! 

i i 

B) Mode 1 20. and 30 Computer Systems - Techn i ¢~l Reference i 

Manual 014-00.0767., ! I 

Pp. 4~33 to 4-38 
Chapter 7 

Ii 
II 

l(Section 4 is very technical but is worth reading to pickup the data 
that is understa~dable) . . I 

! 
'I 
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Cantral Blacks 

File InTormatian 

FINLP 
FIACL 
FILBP 
FIUID . 
FITCH 
FITCL 

Painterta {irst FNB -(lOP) 
, ; 'Po,inter ta FAC (lOP) . 

~ Porinter to FLB (Link Only - IOPY 
; 'Unique In 
; iFi 1 e Creat ian Time (Hi) 
~ ,File Cr.eation Time (Lo) 

FISTS TO- FIIORGomp~ise the "Funny Fib" 

FISTS 
FITYP 
pTCPS 
FIHFS 
F mcu 
PIFWI 
FIFW2 
FIEFH 
FIEFL 
PIDFH 

. FIDFL 
FIFAH 
FIFAL 
FIIOX 
tUOR 
FIFUO 
FITAH 
FITAL 
FITMH 
FITML 
FIFW3 
FIFCB 

; File Status 
; :File Type (R. Byte) and Format (L. Byte) 
; 'F i1 e Control Parameters 
; ,Hash Frame Si.ze (Oirectories) 
; ;Oevice Cade (L. Byte) Un it # (R. Byt~) 

. ; iFutureEOFExtens ion 
'; !Future EOF Extension 

; (Last Logical Byte~for EOE (Hi) 
;. :Lasf Logical Byte -for EOF (Lo) 
; \Oata Element Size (Hi) 
; ;Oat~E'ement Size- (Lo) 
;iFirst Logical Address (Hi) 
; Fir~t Logical Address (La) 
;Current/Max Index Levels L/R 
; :Count of inferiordirectaries 
;'~ointer .to FUO 
~ITime Last Accessed (Hi) 
; ;Time Last Accessed (Lo) 

'; Time Last Modified (Hi) 
; 'Tiine Last Modified (Lo) 
; !FC&Address Extension 
~. iVirlua 1 FCB Addressor (0) 

~-- For CPO Entries 1 __ -

FICSH 
FICSL 
FIMSH 

CurrentSize (Hi) 
Current Size (Lo) 
Max-Size (Hi) 
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Disk Information Block Layout· 

IBREV 
lBTYP 

. IBSTS 
IBtnH 
IBIOM 
tBIOL . 
IBSNP 
IBNPU 
IBNHO 
IBNST 
ISNey 
IBVIS 
IBNBH 
IBNBL 
IBBTH 
IBBTL 
IBBUI 

IBLOF 
IBNHH 
IBNML 
IBACH 
IBACL 
IBHAH . 
IBBAL 
IBSBH 
IBSBL 
IBSSB 
IBOAH 
!BOAL 
IBOAS 
IBFBP 

I BCSH 
IBCSL 
IBMSH 
IBMSL 

IBLEN=7I 

.; OI~k.Systemand File System Rev. # 
; Disk Un.it Type 
, Status. Word (Per Unit Flags) 
; LOU Unique 10 (High) 

LOU Unique 10 (Middle) 
LOU Unique 10 (Low) 
Se~uence # of the PU in the LOU 
NU1J1ber of PU I S in the LOU 
Number of Heads 
Numbert of Sectors per Track 
Number of Cylinders 
Start: Disk Addr.· of Disk Space 
Ncirpber of Visible Disk Blocks (Hi) 
N4~ber of Visi~le Disk Blocks (La) 
Phys.:Addr of Bad Block Table (Hi) 
p~ys.: Addr of Bad Block Table (La) 
1~:Wo~d Unique 10 for N.C. 

i' 

LO!Flags 
Oisk'Address of Name Block (Hi) 
tiisk Address rif Name Block {La) 

; 01,k~ddressof ACt Block (Hi) 
Disk Address of ACL Block (La) 
Di.k ~ddtess of Bitmap (Hi.) 
Disk Address of Bitmap (La) 
Sy~tem Bootstrap Addres.s (Hi) 
System Bootstrap Address (La) 

; Siz~ bf System Bootstrap Area 
; Addre~s of Overlay Area (Hi) 
;Ad~tess of Overlay Area' (La) 
, Site pf Overlay Area 

lOP to FIB of Installed System 

; C~rrent Size of LO (Hi) 
; Current Size of LO (Lo) 
; ~a~Size ofLO (Hi) 

Max Size of LO (La) 

; Length of DIB 
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Space 

BLKQ: 

CANCH: 

.~~ Chunk: 
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Context: 

Disassocia-: 
ted Space 

DMA: 

D.O.B.: 

FAC: 

FOE: 

.. ...... . 

GLOSSARY 
I_ 

, , 
i 

AOS' memory resioi'hg in the lowest,32Kw of the machine. 
Also-known as GSMgM, access ing: th,is memory does not require 
use of the MAP. 

The Proces,squeue \t{i th i nAOS os implicitly blocked 

" Otherwise known as the candidate chain, CANCH is a chain of 
all freed cache buffers .. The, AOS d,isk world sdans thi~ 
chain looking for: disk blohs (elimenating physical dis~, 
I/O) and theCorejManager looks here in ,order to 'a 11 ocate , 
pages during light imemory contention. ; 

A .segment of memorywfthin the AOS coptext. A. chunk can 
as small as 8 words! or as large as 1,024. 

II 

, , 

'I I 

An address somewhere 1n the AOS environment. i ,It may' be user ! 
space (the PrimarYiContext), the Ghost (SeCpndary Context), :, 
or. the operating system (theAOS con.te?Ct). '! 

. I 
Another name forAOS GVMEM. In other word~, mE!mory space' 
that is not "assoc,iated with the core-res iden~ Kernel of AOS. 

Direct Memory'Acces:s - a charac"teristi c of most Data Channel 
devices. --

I . 

, '. I, 
Directory ~verflow Block~ An ~xtra disk block, enqueued to 

, I ",', ' " ' 
the direcitorywhen a "horne"! block: overflows with .FNB,'s. 
This is a Isign of too many fi'les in the directory' or a 
poorly chosen hash frame size. 

File Access Control Block. 
DOE, the FAC is allocated to 
given file. It is pointed to 

Actually a variable length 
ho lid ACL information for a 
by~he FIB lOP. 

I 
,[ 

File Oata Element. A control block on the disk associated 
with fne information. There. are five kinds of DOE's: 
FAC's, FIB's, FLB's, FNB's and FUD's. 
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FIB: 

F.I.F.O: 

FLB: 

FNB: 

FUO: 

GSMEM: 

'GVMEM: 

LOU: 

L.I.F.O.: 

MAP: 

MBLKQ: 

MMPU: 

Nugget: 

File Information B.lock. A fixed length DOE on the used to 
hold the Filestatusinformation ofa. given file. It is 
pointed toby the. FNS lOP and has IDP' s to the other ODE's 
a.ssociated with the fi.le. 

An acronym meanin First .In First Out as distinct from L.I.F.O. 

File LinkS.lock. Avariable length DOE use to hold the 
destination file pathname on a 1 ink entry • 

File Name Slock.A· variable length DOE used to hold the 
file name. It contains an IDP to the FIS. 

File User,Oataarea. A Jixed-length DOE created w~en as the 
file UOA. It is. created with the ?CRUOA system call , and 
accessed via the?ROUOAI?WRUOA system call s. 

Genera.l System Memory. A memory pool within the core-resident 
KERNEL of ADS" also known as Associated Space. 

General· Virtual Memory. A memory pool within the AOS 
internal virtual memory area .. also . known as disassociated 
space. This memory is accessed by MAP B. 

Logical Disk Un.it. One .or more Physical disks [com 

An acronym .meani" Last In First Out as distinct from F. LF.O. 

The Memory Allocation and Protection unit of the hardware. 
It is sometimes called the MMPU. 

This an ADS internal queue of processes. that have been 
explicitly blocked via the ?BLKPR system call. 

The Memory Map and Protection Unit of the hardware. It is 
sometimes ju:st ca ned the MAP. 

An "invisible" segment of disk space 8 words in length used 
to create DOE's. DOE's are often composed of several 
contiguousnuggets~ 
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.The AOS internal chain of system overlay pages no longer in 
use by system call code. Thi~ chain is examined byltheCore 
Manager during light memorycqntention. 

Programmed I 10.. lIO that 
rather than being handled 

The chain of Ready Eligble 
AOS Associated space. 

Random Index Block 

J 

is Jnde~ direct. control o~ the CPU 
com11etelYbY device contto llei". 

Prdcesses. This chain r~sides in 
! 

I 

The System1s Root directory. :This is the initial directory 
in the directory tree. 
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IPC files 4-21, 5-07 

:UTIL 4-03, 4-04 
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?MBTU 2-04 
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Access. control lists 5-02, 5-09 
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, 2-01 m 1 i-process' 2-01, 2-03 I 
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Pid!l 6-04 
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AOSGEN 1 -14, 1 .. 21, 1-23, 1-24, 2-P3, 2-10, 4-03, 4-21, 

S~Stfem overlay area 4-25, 6-~2, 6-07 I 

~ -01-->6-03, 6-05 I 

, i s alled system 4-25: : 
L U 1-27,4-14,4-16-->4-18,:4-25,4-3, 4-6, 61~02, 

, , 6-07, 6-09' 
p~o~rammable interval timer ~-03 
R~al-time elock2-03, 6-05 
r~l.ase tape 4-02. . 
rgo~ directory. ,2-01, 4-03 
RT,e i 2-03, .6-02,6-05 
s~stem installation 1-26, 1-27, 4-01, 4-02 
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Aoswat~h+r i,iii, 1~13, 1~20, 1-~2, 2-09->2-11, 
'1 i . 4-10, 4-13, 5-03 
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O~s.trace 4-06, 4-10, 4-25, 4-31 
. M~M~N 1-13~ 1-22 
Averag~ eek distance. 1~13, 1~19, 1-26, 1-27, 4-06,1 
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Batch ~o~s 5-07 
Ba.tch ~treams1-14, 1-21, 5-03 
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Bitmap, ~14. 4-15, 4-17, 4-19, 4-25, 6-02, 6-07, 6-99 
BLKQ -2, 1-16, 1-17 
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CANCHl-12~ 1-15, .1~16 
Cartridge ta~e 1~24' 

CEO 2~11, 4-03, 4-21; 5~02, S-09~ 
CEO sec;retary 4 ... 21 

Change 
Change 
Change 
Change 

passwofd ~~OB~ 5~09 
prto.rity· 5-0:4, 5~06 
type 5-04, 5 ... 05 
usetna~e 5-01 '5-03 . . , 

Chess. 2-11 
Cli.Pr 2-01 
Compute--bound 1-19, 2~02~->2-05, 

6-02, 6,..04 

Consoles. 5-05, 6~04. 
Controller inte~fere~ce 
Core Manager 2-08,5 ... 05 

4-01 6-09 . . , , : 

CP/M 1-05 
CPD's 4-02, 4-03, 4-09, 6-07 
Create without block. 5-04,'5-07 

DCU 6-02~~>6-04 
Deadloc.k 1-13, 1-17, 1-19, 1-21, 2-01 

. . I ' 

Debugger 2-03 " 2~05 
DEDIT 2.-03, 2-05, 2.;.09, 2-10, 6-06 .' 

Desktop i iii 1-02-->1-05 1-19 t~22~ 
, • " -, ." ',' > '. "... 4-02 4-21, 5-03 5-06. 5-096;;' , , ' , ",. 
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Des.kwatcher i, ii ; ,1-13, 1-19, 2-10, 
4-15, 5-06 I 

Disktrace 4-06;, 4-10, 4~25, 4-~1 
LDU .1-27, 4-03,4-06, 4-14, 4...;!16-+ 
. 6-07,6-09. 
MEMIN 1-131~22 , , 

DFMTR 4-04, .6-07 
system overlay area' 4-25 

Directories 4-02--~4-06 4-09 4-20," , ,. 
6-02, 6 ... 06, 6-07 

Directory utilizatiB~ 4-01 
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Disk compression 1~26, 4~06, 4~16,.-17~ 
Dis k quo t. a 5 -0 4, 5 -: 07 " 
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average seek distance 1-13, 1-19, 1-26, 1-27, 4~06, 

4-17-->4-19, 6-02, 6-12 
bitmap 4-14, 4-15, 4-17, 4-19, 4-25, 6-02, 6-07, 6-09 
block 4~03, 4~07, 4-15. 4-25 
bmc6-02 
buffer sizes 1-24, 1-26, 6-02, 6-08 
cache buffer 6-02, 6-05 
cache buffers 1-14, 1-24, 6-05 
compression dump 4-06 
contiguouS files 1-27, 4-05, 4-10, 4-15, 4-18, 6-02, 

6-07 
controller interference 4-01, 6-09, 6-12 
cpd max-size 4-03 
CPUls. 4-02, 4-03, 
DOBis 4-03, 4-04, 
DDE's 4-03, 4-04, 
DFMTR 4-04, 6-07 
o I B 4 - 15, 4 - 2 5 

4-09, 6-07 
4-06, 4-07, 4~10, 4-25 
4-25 

directories 4-02-->4-06, 4-09, 4-20, 4-25, 5-03, 5-09, 
6-02, 6-06, 6-07 

directory data blocks 4-03, 4-05, 4-07, 4-09, 4-21 
d ire c tory d a t a e 1 em e n t s 4 - 03 
directory overflow blocks 4-07. 4-08, 4JI0 
directory space utilization 4-04 ! 

disk compression 1-26, 4-06, 4-16, 4-17~ 6-01, 6-09 
disk fragmentation 4-04, 4-16, 4~17. 4-19, 6-09 
disk information block 4-15, 4-25 I 

disk organization 4-02, 4-03 
disk quota 5~04~ 5-07 
disk statistics 6~08 
Disktrace 4-06,4~10, 4-25, 4-31 
dump 1;..14, 1-24, 4-02, 4-05,4-06, 4-16 
element 4-10, 4-13, 6-07 . 
FAC 4-03, 6-07 
FOE 4-13, 4~18, 6~07 
FIB 4-03 . 
FIFAH 4-25 
FIFAL 4-25 

file access control 
file element-size 4-07, 
file information blocks 
file link blocks 4-03 
file name blocks 4-03 

blocks 4-03 
4-10-->4-13 
4-03 

file placement 4-01, 6-10 
file space allocation 4-10 
file user data areas 4-03 
filename length 4-09 
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fixup 1-11. 4-04' . 
FLB 4-03. .' 
FNB 4-03,4,..07-->4-09. 4-21. 4-25 '. 
ha.sh frame. size 4 .. 04., 4-0.5,4-07-->4-09, 6-07 
hashing algorithm 4-03, 4~07; 4-10~ 4-25 
he lp fil es 4- l1 
I/O 1-22 
IBB.AH 4-15 
IBBAl 4-15 
install e.d 'system 4-25 
invisible disk space 4~03 I 

load 1-06, . 1-13, . 1-14~ .1,..19,.1-23, 1-24, 1-26, 
2 -03 , 2 .. 1 0 , 4 - 02 - - > 4 ... 0 6 , 4,.. 1 2, 4 -16, 5 - 0 6 , 
6-03, 6-05 

macros.4-03, 4-10, 4-11, 4~20, 5-08,6-09 
rna x- size 4-0.3 
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m~ltfple controllers 4-01 
mul ti pl e disks 4-01 
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peripheral directory 4-20, 4-21 
rand,om index block (RIB) 4-13,4-25, 6-08 
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searchlists 4-01, 4-20, 6~02, 6-06 
seek time 1~26, 4-01, 4-18, 6-09, 6~10 
SWAP.SWAP' 1-24, 1-26, 1-27 
swap-aborts 1-12, 1-13, 1-17 
swapfile1~26; 1-27 
swappi og 1-17. 1-24,1-26, 4-03 
SYSBOOT 4-25 
system initallation 1,..26, 1~27, 4-01; 4~02 
system overl ayarea' 4-25 

Disktrace 4-06, 4-10, 4-25, 4-31 

Ecl ipse 
M/600 4-01, 6,..04 

ESD 1-11, 1-19, 1-21, 2-01 
EXEC 1-14' 4-21 5-02 5~03 , , , 

FtB 4-03, 4-07, 4-25 
FIFAH 4-25 
FIFAl 4-25 

File placement 4-01~ 6-10 
Filename length 4~09 
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GHOST 1-12, 2-01~ 2-03-->2-05, 4-03, 6-08 
alter-ego 2-01,2 .. 04 
debugger 2-03~.2-0~ 
DEDIT 2-.03, .2-05" 2':09" 2-10, 6-06 
ghost buffers 2-04 , 
gho.st context2~01, 2-03,' 2-04, 4-03 
ghost libraries 2-05 
primary cont~it 2-01, 2-03, 2-04 
secondary· context 2-01 
Sysdmp 2-03, 2-05 
system call interface 2-03 
system call post-proce~sing 2-03-->2-05 
system call pre-processing 2-03, 2~04 

Ghost.Pr2-01 
GVMEM 1~01, 1-05 

Hacker access 5-04 
Hardware 

8086 Map 1~02, 1-04, 1-05 
data, channel devices 2 .. 0 4 
Desktop' i', iii, Intro-I-2, 21,1-02-->1-05,1-19, 

1 - 2 2 - .. > 1 - 24 , 2 -11, 5 - 0 3, 5 - 0 6, 5 -0 9 , 6 ...; Q 4', 6 - 0 6 , 
6-09-->6-t2 . 

Eclipse 1~01, 1-02,6-03 
M/600 4~Ol, 6-04 
MAP 1~02-->1-07~1-09, 1-11, 1~27, 2-01 
Map ~tatus Renister 1-04, 1-06 
MSR 1-04 
P.I.T ·2-03 

. piod~vices 2-04 
programmable interval timer 2-03 
real time clock 2-03, 6-05 
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Hardware configuration 4 .. 03, 6...;01, 6...;10, 
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Hash frame size 4.04, 4-05, 4-07-->4-09, 6-07 
Kashing algorithm 4-0J, 4-07, 4-10, 4-25 
He.lp files 4-11 

I/O World 
access devices 1-n6, 5_01, 5-04 
access local devices 5-04, 5-05 
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buffer sizes 1...;24, 1~26, 6-02, 6-08 
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controller interference 4-01,6-09, 6-12 
DCU 6-02-->6_04 
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cha~ge priority 5-04, 5 ... 06 
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memory [size] 5-04,,5-05 
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~uperuser 5-01-->5-03 
unlimited sons' 5-04~ 5-06 
use batch 5-04, 5-05 
use Console 5-04, 5-05 
use 1PC 5-01, 5-04 
use modem 5-08 
use virtual console 5-04, 5-05 

Index-IO 

l1li'" 

L 



i , 

I i 

: -=, 

"' 

: j 
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, comput~-bound 5-05, 6-04 

core m~nager 2-08, 5-05 
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2-12; 4-03 

cpu time 2-01-->2-04, .2-08~ 6-02, 6-04 
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PCNRR 2-06, 2-07,2-10-->2~12 
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PMGR Interface 2-03, 2-04 I 
PNQF 1-17, 1-18, 2-02, 2-04, 2-06, 2-08, 2-09 
PNQF computation 2-08 
P r i or i ty Wei 9 h t Tab 1 e. 2 - 0 8 1, 2 -1 0 
Process Scheduler 1~09, 2-p2, 2-08, 5-07 
process table 1-09, '1-20 
programmable interval timer 2-03 
ptable 1-09, 1-20 
reac,tion-rate 2-06, ,2-11 
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Username . Vip '5-09 

Index-14 

L ... , 






